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Preface

The following problems are intended as homework or self-study problems to supplement Design
of Experiments with MINITAB by Paul Mathews. The problems are organized by chapter and
are intended to be solved using a calculator and statistical tables or with MINITAB or some
other suitable statistical software program. The data sets given in the problem statements are
already loaded into Excel and can be easily copied and pasted into MINITAB to avoid the task
and risk of manual data entry. Some of the problems refer to simulations that are implemented
as MINITAB macros and in Microsoft Excel spreadsheets. Before you can run the Excel macros,
you will have to change Excel’s Tools> Macros> Security setting to medium and restart Excel.

The problems offered here are rather minimal because I feel that any student or instructor
should take the initiative to design and build his or her own experiments. You'll learn much more
from those exercises than you will from doing any or all of the problems presented here. Consider
doing some of the simple experiments described in the Classroom Experiments and Labs folder
on the CD ROM - they’re much harder than they look!

Many of the problems in this document refer to or make use of other documents or files
contained on the CD ROM. The contents of the different folders on the CD ROM are:

e Homework Problems - This folder contains this file (Homework Problems.pdf) of homework
problems, Excel files with the corresponding data sets, and other related documents and
files.

e (Classroom FExercises and Labs - This folder contains simple demonstrations and lab exercises
that can be performed in a classroom, lab, kitchen, or garage.

e Fxzample Problem Data - This folder contains Excel files with the data used in the example
problems in the textbook.

e Fxcel Design Files - This folder contains a small collection of Excel files with some of
the most commonly used experiment designs. Each experiment design worksheet has an
integrated simulation macro that creates data for a fictional response. All of the design files
with the same number of variables contain the same simulation function so you can compare
the performance of different experiment designs effectively within the same process. These
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simulations, which are referred to as sim3, sim/, ... are used extensively in homework
problems.

MINITAB 14 Macros - This is a collection of design, analysis, and simulation macros. There
are many more macros here than are described in the textbook. Open the ReadMe.tzt file
in Notepad to view a complete catalog and short description of these macros. These macros
should be copied to the Macros folder of your Program Files> MINITAB 1/ folder so that
MINITAB can find them easily.

MINITAB Design Files - This folder contains a collection of MINITAB worksheets of some
common experiment designs. These files are designed to be used with some older MINITAB

exec simulations (e.g. sim3.mtb) and have been substantially superseded by MINITAB’s
Stat> DOE tools and the Excel design files.
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Graphical Presentation of Data

1. Use MINITAB to construct a histogram, dotplot, stem-and-leaf plot, and boxplot of the
following data:

{810, 765, 860, 825, 795, 785, 810, 790, 785, 815, 800, 790}

Add your name and the date to the graphs and the relevant Session window output and
print them. Save your work in a MINITAB project file.

2. Use MINITAB’s random function to generate a pseudo-random data set of 50 normally
distributed values with © = 200 and ¢ = 30. To run the command from the command
prompt use:

mtb> random 50 ci;
subc> normal 200 30.

or use the Calc> Random Data> Normal menu and enter the appropriate values in
the window. Create the histogram, dotplot, stem-and-leaf plot, and boxplot for these data.
Make hardcopies of the worksheet, Session window, and graphs and save your work in a
project file.

3. Repeat Problem 1.2 for another data set of 200 normally distributed random values with
1 =3.4and o = 0.6 by:

(a) Copying the appropriate commands from the Session window of Problem 1.2, editing
them, and pasting them to the command prompt.

(b) Selecting the appropriate commands from the History window and running them from
the command line editor.

(c) Saving the appropriate commands from the History window to a MINITAB .mtb macro
file, editing the file, and running the macro.

4. Use MINITAB to generate a random sample of size n = 200 from a normal population with
i = 200 and o = 10. Create a histogram of the data with a superimposed normal curve and
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1. Graphical Presentation of Data

label the axes Frequency and Measurement Value. Force the minimum and maximum values
of the measurement scale to be 160 and 240, respectively, and force ticks and labels at 160,
170, ..., 240. Use arrows and tags to indicate the classes with the largest and smallest values.
Title the graph Histogram Fxample in MINITAB using 18 point Arial font and make the
title fit on one line.

. Enter the following exam score data into three columns of a MINITAB worksheet and

use MINITAB to construct boxplots of the exam scores by class. Use the plots to identify
possible differences in the location, dispersion, and shape between the three classes.

19819682191 [92|88(92|90]90 |85
Class [ 2 || 78 [ 74 [ 69|65 | 80 | 79 | 77 |74 |71 |75
SN TT TS| T4 7T | T3]89 80| 70| 80

. Stack the exam score data from Problem 1.5 into a single column of the MINITAB worksheet

using the Data> Stack> Columns menu (or the stack command). Then recreate the
boxplots of the exam scores using the stacked data.

. Many DOE problems involve a response that is observed under different settings of several

control variables. Despite the complexity of these problems, it is still important to show
the relationship between the response and the control variables graphically. MINITAB has
the ability to create matrix plots and multi-vari charts for problems involving two or more
control variables.

The useful lifetime of zinc-carbon batteries depends on the load that they drive, the duty
cycle, and their lowest useful voltage called the cutoff voltage. The table below shows the
operating lifetime in hours for standard zinc-carbon D-cells for loads from 82 to 10052,
100% and 17% duty cycles, and 0.8 to 1.2V cutoff voltage (M. Kaufman and Seidman, A.
Handbook of Electronics Calculations for Engineers and Technicians, 2nd Edition, McGraw-
Hill Book Company, 1988, p. 11-10).

Cutoff Voltage (V)
Duty Cycle (%) | Load (2) | 0.8 1 0.9 | 1.0 | 1.1 | 1.2
100 8.0 17 | 11 | 721 6.0 | 3.2
100 25 | 51 | 43 | 38 | 28
100 100 430 | 365 | 320 | 290 | 240
17 8.0 20 | 17 [ 15 | 9.2 | 5.1
17 25 98 | 89 | 81 | 70 | 60
17 100 430 | 380 | 360 | 345 | 310

(a) Use MINITAB’s Graph> Matrix Plot command to construct the matrix plot of the
lifetime in hours, cutoff voltage, duty cycle, and load. Use the matrix plot to try to
explain the relationship between the different variables.

(b) Use MINITAB’s Stat> Quality Tools> Multi-Vari Chart command to create a
multi-vari chart of the battery lifetime as a function of the control variables. Use the
multi-vari chart to explain how the lifetime depends on the other variables. You may
have to consider several different charts before you find one that is easy to interpret.
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8. Match each type of graphical presentation to its description.

Answer Presentation
scatter plot
dot plot
stem-and-leaf plot
histogram
multi-vari chart
bar chart
box-and-whisker plot
Pareto chart

Often constructed by separating the least from the most significant digits of the data.
Used to prioritize different types of defects.

Capable of displaying a response as a function of two or more variables, each with a
limited number of levels.

Uses bar lengths proportional to class frequencies and classes of equal width.

A plot of one quantitative variable against another to demonstrate or test for correla-
tion between them.

Constructed from five statistics determined from the sample data set.
Consists of points plotted along a number line and stacked where there are duplicates.

Uses bar lengths proportional to class frequencies but classes are qualitative.
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Descriptive Statistics

1. For the following data set:
{43, 46, 54, 51, 45, 49, 42, 52, 50}
use pencil and paper or a calculator to find:

(a) the median
(b) the mean
(c) the range
(d)

(e) the standard deviation using the defining formula

(f) the standard deviation using the calculating formula

)
(g) an estimate for o using the range

[\)

. Use a calculator to determine the sample mean, standard deviation, and range of the
following data set:

{810, 765, 860, 825, 795, 785, 810, 790, 785, 815, 800, 790}

Use the range to estimate the population standard deviation and compare your new estimate
to the sample standard deviation.

@

Use MINITAB to check your answers from Problem 2.2.

>

Use MINITAB’s random function (or the Calc> Random Data> Normal menu) to
create a random standard normal data set of 1000 samples, all of size n = 5. Calculate the
average range R from the 1000 ranges and use it to show that dy ~ R/o ~ 2.326 for n = 5.

ot

. Repeat Problem 2.4 to demonstrate that dy ~ 3.078 for n = 10.

&

Use Table A.2 to find the following normal probabilities:
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2. Descriptive Statistics

a 00 < z < —2.44)

(a) @ (-
(b) ®(—o0 < z < 1.82)

) ©(1.82 < 2z < 2.44)
( —1.82 < z < 2.44)
24<x<29;u=250=0.8)

0.043 < = < 0.053; x = 0.050, 0 = 0.003)

(c
d)
(e)
(f)

Use MINITAB to confirm your answers from Problem 2.6.

@ (
O (
O (
@ (
O (
D (

. A quality characteristic from a process is normally distributed with = 0.580 and ¢ =

0.008. Find symmetric upper and lower specification limits centered at p for x such that
99% of the parts from the process will fall within the specification limits.

. The specification limits for a normally distributed process are USL/LSL = 34 + 2.

(a) If the mean of the process is u = 33.7 and the standard deviation is ¢ = 0.4 find the
fraction of the product that is in spec.

(b) Find the new fraction defective from Part a if the process mean is centered within the
specification limits.

Use MINITAB to plot the normal curve that has g = 0.640 and ¢ = 0.020. Add vertical
reference lines to the plot at the specification limits LSL = 0.590 and USL = 0.700 and
find the probability that x falls in this interval. Add this information to the plot.

A pizza can have ten different toppings and each topping can only be chosen once.

(a) How many different pizzas can be made if the order of the toppings does not matter?

(b) How many one-topping pizzas can be made?

(c)

(d) How many two-topping pizzas can be made if the order of the toppings is not impor-
tant? What is the relationship between this answer and that from Part c?

How many two-topping pizzas can be made if the order of the toppings is important?

(e) Determine how many pizzas with 0, 1, ..., 10 toppings can be made and compare the
total to your answer in Part a.

How many tests between pairs of treatment means have to be considered if there are six
different treatments? Write out the list of paired comparisons to confirm your answer.

An experiment has two levels of each of four variables and all possible configurations of the
variables are built. How many main effects, two-factor interactions, three-factor interactions,
and four-factor interactions are there? How does the sum of these combinations relate to
the number of levels and variables?

An experiment is to be performed to study three variables. The first variable will have
three levels, the second will have two, and the third will have five. How many runs must
the experiment have to consider every possible combination of variable levels?
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15. Match each statistic to its description:

Answer | Statistic
R
IQR

@1
@s

(a) The middle value in the ordered data set.
(b)

(
(d) The 75th percentile.

An interval that contains one half of the observations.
c) The largest value of the data set.

(
(f) An estimate of variation based on zp, and Tpy.
(g) A measure of variation that takes into account all of the data values.
(h) The smallest value of the data set.

(i) A measure of location that takes into account all of the data values.

e) The value, determined from the data set, above which 75% of the observations fall.

7
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Inferential Statistics

1. A sample of n = 8 engines of a new design had an average peak shaft horsepower of z =
186hp. The distribution of shaft horsepower is known to be normal with standard deviation
of o = 6hp. Write the 95% confidence interval for the population peak shaft horsepower
and test the claim that the mean horsepower exceeds its target value of ;1 = 180hp.

2. The performance of ROM chips is very sensitive to the firing temperature at a critical step
in their manufacture. The firing temperature is specified to be 500C. A sample of n = 35
temperature readings gave an average temperature of z = 497C' and standard deviation of
s =6C.

(a) Is there sufficient evidence to indicate that the furnace temperature is not 500C? Use
a two-tailed test with a = 0.05. What is the p value of the test?

(b) If there is evidence that Hy : p = 500 must be rejected, then construct the 95%
confidence interval for the true population mean temperature.

3. Each boxplot in Figure 3.1 was constructed from a random sample of size n = 200.

(a) Interpret the boxplots in terms of location, dispersion, and shape.
(b) Sketch the corresponding histograms.
(c) Sketch the corresponding normal probability plots.

4. Hand plot the following three data sets on normal probability paper to determine if their
populations are normally distributed. (You can create normal paper for manual plotting
with the custom MINITAB macro normalpaper.mac.)

(a) {83,79,70,71,73,92,75,93}
(b) {7.1,7.1,6.1,7.7,5.2,5.6,6.5,6.7,6.8,5.9,5.6,6.0, 7.7, 6.1}
(c) {14,18,40,44,47,57,72,73,86,87,87,89,97,101, 101, 111, 166, 205, 304, 516}
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FIGURE 3.1. Boxplots of samples from four populations.

5. Write a MINITAB exec macro that creates a normal probability plot of a random normal

data set of specified sample size. Run the macro twenty times for samples of size n = 20
and interpret each normal plot. Pay special attention to those cases that appear to deviate
substantially from normality. What does the frequency of such cases suggest about the
interpretation of normal plots of such small sample size?

. The exact probability plotting positions p; for normal plots are given by the condition:

b(i—Lin—1,p;)=0.5

where b (x;n,p) is the binomial probability:

b(w;n,p) = (Z)p‘” (1-p"*

Construct and compare the probability plots using the exact p; and those determined
using the approximate methods of Benard and the mid-band percentiles for the data from
Example 3.24. Why are the approximations tolerated instead of using the exact probability
plotting positions?

. Random samples from two processes yield n; = 9, ;, = 770, s; = 17 and ny = 12, T = 781,

s9 = 26. The distributions of x; and x5 are expected to be normal. Test to see if there is
evidence that the two processes have equal variation, then perform an appropriate test for
a difference in location. Use v = 0.05 for both tests.

. A critical dimension on a pressure fitting is intended to be 0.500¢n. If the parts run larger

they can become difficult or impossible to assemble. If the parts run smaller there is a
chance that they will leak. A random sample of n = 18 parts was drawn from a large lot
and inspected. The observations were:

x = {0.497,0.494, 0.496, 0.499, 0.499, 0.499, 0.497, 0.491, 0.495, 0.501, 0.504, 0.501, 0.492,
0.497,0.500, 0.498, 0.498, 0.497}

(a) Test the hypotheses Hy : pn = 0.500 vs. Ha : pu # 0.500 at o = 0.05.
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(b) Is the normality assumption satisfied?

(c) Construct and interpret the 95% confidence interval for the true population mean.

9. Reflective tape used to accent outdoor clothing like running shoes and jackets is made by
laminating tiny reflective glass beads between mylar plys. Some beads can be damaged in
the laminating process which decreases the reflectance of the finished product. An exper-
iment was performed to compare the reflectance of the standard laminating process to a
proposed process that could be run at a faster production rate. The same raw materials
(beads, mylar, and glue) were run through both processes. Random samples made using
the standard (1) and proposed (2) process delivered the following reflectance in percent:

x; = {94.0,90.9,87.6,94.5,90.5,92.6,93.1,90.9,89.9,92.4,95.1, 89.6, 89.8,88.9}
xe = {92.4,97.0,90.6,93.4,88.6,93.6,87.1,91.1,92.0,91.1,93.9}

(a) Test the hypotheses Hy : p1; = 115 vs. an appropriate alternative hypothesis at « = 0.05.
(b) Are the normality and homoscedasticity assumptions satisfied?

(c) Construct and interpret the appropriate 95% confidence interval for the true difference
between the population means.

10. The pressure required to open check valves for handling gases and liquids was compared for
valves provided by two manufacturers. A lower opening pressure is desired. The pressures
in Pascals observed for random samples taken from the two manufacturers are:

x1 = {10581,10087,15439, 11741, 12869, 13575, 12624, 8644, 9798, 10605, 14144, 15344,
14081, 14382, 12027, 12973}

rg = {11451, 10816, 11502, 11310, 10988, 11090, 12118, 9369, 10427, 9312, 10839, 11259,
11204,11431,11093, 10451, 11426, 11318}

(a) Is there evidence that one of the valves has lower opening pressure than the other?
(b) Are the normality and homoscedasticity assumptions satisfied?

(c) Construct the 95% confidence intervals for the population means.

11. An experiment was performed to determine if a new technician was proficient in performing
a critical test used to evaluate the effectiveness of vacuum cleaners. The test procedure is
to uniformly distribute 100g of dirt consisting of fine stones, sand, and talc over two square
yards of test carpet. The dirt is then rolled into the carpet with a 25 pound roller for three
minutes. Finally, the carpet is vacuumed for three minutes using a prescribed motion and
rate. The recovered dirt in grams is determined from the weight change of the filter bag
before and after the vacuuming step. Test carpets are vacuumed aggressively and weighed
between trials to guarantee that they are clean before the dirt is applied. To demonstrate
the new (2) technician’s proficiency his recovery was compared to that of an experienced
(1) technician for eight different carpet samples. For the new technician to be considered
proficient, the mean recovery difference between the technicians must be less than 4g with
90% confidence. The recovery data were:

Plush Multi-level Shag Level-loop
| Technician | 1 | 2 [ 1 | 2 1| 2| 1] 2
1 55.3 | 54.4 | 58.2 | 65.0 | 23.5 | 25.7 | 76.3 | 70.5
2 56.1 | 55.6 | 61.2 | 63.3 | 23.6 | 27.7 | 74.9 | 69.6
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(a) Is there evidence that the new technician is proficient?

(b) Construct and interpret the 90% confidence interval for the difference between the two
technicians in the context of the 4¢g constraint.

The boxplot slippage tests for the two-sample location problem were presented without any
considerable theoretical justification. Write a MINITAB exec macro that creates boxplots
of two random standard normal samples of specified sample size with a specified difference
in location.

(a) Run the macro twenty times for samples of size n = 5 with differences between the
population means of 0, 1, 2, and 3 standard deviations and record the number of
times the boxes are overlapped, that is, the number of times that you have to accept
Hy : iy = pg or reserve judgment. Use these data to construct the approximate OC
curve for the boxplot slippage test and interpret the OC curve.

(b) Repeat Part a, but use samples of size n = 40 and the second boxplot slippage test.

Edit your macro from Problem 3.12 to display dotplots instead of boxplots and use the new
macro to approximate the OC curves for Tukey’s quick test for n = 5 and n = 40.

A MINITAB macro similar to the one created in Problem 3.12 was written to compare
the performance of the two-sample t test, Tukey’s quick test, and the two boxplot slippage
tests. The macro considered 10,000 pairs of normal homoscedastic samples of size n = 5,
12, 30, and 80 with increasing differences between the two population means. The resulting
approximate OC curves are shown in Figure 3.2. The OC curves labeled Box and Median
correspond to the first and second boxplot slippage tests, respectively, and the horizontal
scale (Az) indicates the difference between the two population means in standard deviation
units. That is, Az = 1 corresponds to |, — po| = 1o,

Interpret the OC curves with respect to their Type 1 and Type 2 error rates. Specifically,
answer the questions:

(a) What decision should be made when two boxes are completely slipped from each other,
regardless of sample size?

(b) What action should be taken if two boxes are not slipped from each other but a
difference is still suspected?

(c) Which two-sample test for location has the lowest Type 1 error rate?

(d) Which two-sample test for location is the most sensitive to small differences between
the population means?

(e) Which two-sample test for location is most conservative, that is, has the least sensi-
tivity to small differences between the population means?

(f) What is the smallest sample size for which the second boxplot slippage test has tol-
erably low Type 1 error rate (o < 0.05)? What does this imply about the conditions
under which the second boxplot slippage test can be safely used?

(g) Why are the OC curves for the first boxplot slippage test and Tukey’s quick test almost
identical for n =57



0.20
0.10

005 —

0.01

0.99

045 —
0480 —

0.20

010 —

0.05

0.1

0.20

0.10
0.05

0.01

0.20

0.05

0.1

010 —

3. Inferential Statistics

Box

---------- Tukey
et

————— Median

Y ‘\

1 nTuke
X N e
\ \\
_ e :

\1

‘Median ..

FIGURE 3.2. Operating characteristic curves for two-sample tests for location.

(i) How does the Type 1 error rate of Tukey’s quick test change with sample size?

13

(h) When does the second boxplot slippage test have comparable performance in terms of
Type 1 and 2 errors to the two-sample t test?

(j) How does the sensitivity of the different tests to small and large differences between
the means change with increasing sample size?

15. A manufacturer wants to determine if material provided by two suppliers have different
amounts of variation. He samples n; = 12 parts from the first supplier and ny = 10 from
the second and finds the standard deviations to be s; = 0.0045 inches and s, = 0.0081
inches, respectively. Is there sufficient reason to believe that the second supplier’s product
is more variable than the first’s?

16.

17.

What sample size is required to estimate the mean of a population using a two-sided
confidence interval with half-width § = 200:

(a) if the process standard deviation is known to be o, = 1207

(b) if the process standard deviation is expected to be o, = 120 but might be challenged?

Find the sample size required for a test for one sample mean where o, = 50 is known
if a difference of 6 = 12 between the true and actual means must be detected with 90%
probability. Use a = 0.05 and a two-tailed test. Check your work with MINITAB.
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. Repeat Problem 3.17 with the power increased to 95% and a = 0.01. What effect do the
lower risks have on the sample size?

Use MINITAB to find the sample size for a test for one sample mean with unknown standard
deviation if a difference of § = 0.005 between the true and actual means must be detected
with 95% probability. Use a two-tailed test with @ = 0.05 and estimate the standard
deviation with o, ~ 0.003.

Use MINITAB to determine the sample size to detect a shift in a process mean from 1.300
inches to 1.320 inches or greater with 95% probability. Use @ = 0.05 and estimate the
standard deviation as o, ~ 0.005.

What sample size is required to estimate the difference between two population means using
a two-sided confidence interval with half-width § = 0.002 inches:

(a) if the process standard deviation is known to be o, = 0.0027 inches?

(b) if the process standard deviation is expected to be o, = 0.0027 inches but might be
challenged?

Find the sample size for a test for the difference between two population means (o7 = og,
but unknown) if a difference of Ay = 400 must be detected with 90% probability. Use
a = 0.02 and estimate the standard deviations with o ~ 1200.

Repeat Problem 3.22 if we must detect a difference of Ap > 400 with probability 95%.

It’s very important not to reverse the numerator and denominator degrees of freedom when
looking up values in tables for the F' distribution because F, ., v, # Fas.0,, however, the
F' distribution does obey the property Fi,, ., = 1/Fi_q.,.,. For example, Fyos5420 =
1/ Fy.95,204 where 0.05 and 0.95 indicate the areas in the same (left or right) tails of the F
distribution. Use this property and Table A.5 from the book to find the F' values for the
following cases, where the subscript indicates the right tail area:

(a) F0.95,20,4
(b) F0.95,4,20

(C) F0.99,10,5

Student’s t distribution is actually a special case of the F' distribution. The t and F' distri-

butions are related by ti o, = Faaw where /2 and « indicate the right tail areas of the ¢

and F' distributions, respectively. This trick has important applications in linear regression.
Use this property to confirm the numerical equality of the following ¢ and F' values:

(a) t%.ozs,m = Fo.05,1,10
(b) t%.ozs,so = F0.05,1,30

(c) t(2).005,15 = Foo1,1,15
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A common alternative to the two-sample t test for location is performed using of a pair of
confidence intervals. If the intervals overlap, then Hy : iy = ., is accepted or we reserve
judgment, but if they are slipped, then Hj is rejected. (This procedure has a similar flavor to
the first boxplot slippage test.) What confidence level should be used to construct the con-
fidence intervals if the conclusion drawn from the confidence intervals is to approximately
match the conclusion from the ¢ test?

Two-sample tests for location are a fundamental analysis tool of DOE. Create a compre-
hensive catalog of two-sample location tests and provide brief statements of the conditions
required by each method. Be sure to add the nonparametric Mann-Whitney test to your list.
Check MINITAB’s Stat> Nonparametric> Mann-Whitney> Help menu for details
on the Mann-Whitney test.

Match each test to its description:

Answer Test
paired-sample ¢ test
F' test
one-sample z test
Boxplot slippage test
x? test
two-sample z test
Tukey’s quick test
two-sample ¢ test
Anderson-Darling test
Satterthwaite’s or Welch’s test
one-sample t test

(a) Ho: py = py versus Hya : puy # py when o and o5 are both known.

(b) A simple two-sample test for location performed with dot plots.

(c) Used to compare the mean of a population against a specified value when o is known.
(d) Test to compare a population standard deviation to a specified value.
(e)

(f) A two-sample location test that has different forms depending on the assumption of
equal treatment variances.

A test for bias between two observers or methods.

(g) Based on the relative position of quartiles.

(h) A test for normality.

)
)
(i) A two-sample location test used when the populations are heteroscedastic.
(j) A test for homoscedasticity of two populations.

)

(Z—pg)
(k) The test statistic is given by o, \/—
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4
DOE Language and Concepts

1. Answer each of the questions regarding the experimental data shown in the table below.
The observations were taken in the order that they appear in the table.

(a) Was the experiment done in random or standard order?
(b) How many replicates are there?

(c) Were the runs blocked, and if so, were runs randomized differently between the different
blocks?

(d) Is the experiment balanced?
(e) What pairs of variables are confounded?

(f) Which variable is an uncontrolled covariate?

| Order | Response | x1 | x2 | x3 | x4 | X5 | Temperature |

4 197 1)1 (1)1 (-1 68
2 199 1) -1 (1 )-11-1 66
7 236 111 ]-1]1/(1 74
6 226 1 (-1 1-1]f-1 72
1 179 -1)-1(-1)-11]1 74
3 176 -1y 1 (-1 111 71
8 220 1 (1)1 1]f-1 74
5) 196 1]-1]-1]-1(1 70
13 226 1 1-1|-1(-1]1 71
15 216 111 ]-1]1/(1 71
14 246 1 (-1 1-1]f-1 66
10 182 1) -1 (1 )-11-1 71
16 237 1) 1(11]-1 73
12 186 1111 -1 71
11 182 11111 71
9 158 -1)-1(-1)-11]1 76
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. An experiment with four unique runs in its design (1,2,3,4) is to be built. Each run is to

be built three times. Write out possible orders for the experimental runs if:

(a) The runs are to be built as repetitions.
(b) The experimental runs are to be performed in completely random order.

(c) The experiment is to be blocked on replicates.

. With respect to the golf ball flight distance experiment in Example 4.9, the student’s

fundamental error in performing the experiment was failing to randomize the order of the
runs. Describe and give an example run order using each of the following acceptable methods
for performing an experiment. Each experiment should preserve the original number of runs
(18) in the experiment.

(a) The completely randomized design (CRD).
(b) The randomized block design (RBD).

. Another variable that was overlooked in Example 4.9 was the use of three packages of six

golf balls each. It’s possible that the student confounded golf ball packages with temperature
levels which provides yet another possible explanation for the differences in golf ball flight
distance. This problem can be resolved by treating both temperature and golf ball package
as study variables in the experiment. (This is an example of a two-way classification full
factorial design to be presented in much more detail in Chapter 6.) Describe and give an
example run order for a two-way classification design with study variables temperature and
golf ball package that is blocked on replicates.

. A valve with proven field performance displayed a sudden increase in the number of units

that failed a final leak test. The historical defective rate due to leaks was about 0.2% and
the new defective rate was about 20%. The initial investigation into the problem showed
that all methods and equipment had passed validation tests and that no changes to the
process or leak measurement system had been made. Some components in the valves were
known to have process capability problems and the process engineers felt that this was the
likely cause of the leak problem, but production data showed that the severity of the known
problems had not changed.

To help identify the source of the problem, components for 100 units were randomly selected
from production. Half of them were assembled in the production clean room and the other
half were assembled in a laboratory clean room. Both clean rooms had been shown to deliver
equivalent defective rates when the original assembly process was validated. When the 100
assembled valves were leak tested none of the fifty units assembled in the lab leaked and
eight of the fifty units assembled in the production clean room leaked. After these results
were reported an argument started over what the appropriate follow-up action should be.
Some people wanted to measure critical dimensions on all 100 valves in an attempt to
identify the variables or combinations of variables that caused the leaks. Other people
felt that the production clean room assembly process should be studied. Which action is
appropriate and what is the importance of the random assignment of valve components to
the two treatment groups? Is there any benefit to pursuing both actions?
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6. Identify a relatively simple problem regarding a location or variation difference between
two treatments. Use the 11-step DOE process to study the situation and prepare a brief
presentation documenting each step.

7. Match each DOE concept to its description:

Answer Concept
confounding
interaction
replicate
variables matrix
randomization
nesting
response surface
repetition
OVAT
blocking
screening
design matrix

(a)
(b)

(c) When the effect of one variable depends on the level of another.

Consecutive experimental runs.

A type of experiment design used to find the few most important variables.

(d) Defines the design variable levels in coded units.

e) An experimental method that can’t resolve interactions.

-

(
(
(g
(h
(i

)

(j) Observations taken under the same design variable settings but at different times.
)
)

) Two design variables that predict each other.

) The levels of one variable are unique within the levels of another.
) The run order used for study variables.

A type of experiment design that can model curvature in the response.

(k
1

Relates the physical values of design variables to their coded values.

A method of breaking up a large experiment into smaller sets of runs that are more
likely to be made under homogeneous conditions.

8. An experiment will be performed with four study variables. Each variable will have two
levels. A model of the form

Yy = bo—FblIl—FbQZEQ—F"' (41)
+bi2z12 + - - -
+b123T123 + -+

+b123471234

will be fitted to the data where x; through x4 are the study variables, terms like z;; represent
two-factor interactions between variables ¢ and j, ... , and the b; are regression coefficients.
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(a) Use the multiplication of choices rule to determine how many runs will have to be
performed to build all unique combinations of the study variables.

(b) Use the combination calculation to determine how many main effects (one variable at
a time), two-factor interactions, three-factor interactions, and four-factor interactions
there be in the model. Write out the full model to confirm the answer.

(¢) What term in the model does (é) correspond to?

(d) How does the answer to Part a relate to the answer to Part b? (Hint: Add up the
answers to each step in Part b.) What are the consequences of this relationship?

9. An experiment is proposed to study six two-level variables to build a model of the form
in 4.1. An alternate proposal suggests that it would be easier to build two three-variable
experiments instead.

(a) Calculate how many main effects through six factor interactions the six-variable model
can resolve.

(b) Calculate how many main effects through six factor interactions the two three-variable
models can resolve.

(c) Why is a single larger experiment always preferred over several smaller experiments?

10. The DOE pre-course quiz that you took before the start of class is part of a designed
experiment. At the end of the class you will take the post-course quiz. Here is how those
quizzes are designed:

There are two quizzes, A and B. 24 original questions were written to cover the scope of
the course. A second version of each question was made by tweaking the first version. One
of each pair of questions was randomly assigned to the A quiz and the other of the pair
to the B quiz. Half of the students took the A as their pre-course quiz and the other half
took the B quiz. At the end of the class the students who took as as their pre- will take B
as their post. Each question has an "I don’t have a clue" answer.

Why are there two quizzes?
Why were questions written in pairs?

Why were the paired questions randomly assigned to quizzes?

)
)
()
(d) Why doesn’t everyone take the A as their pre-quiz and the B as their post-quiz?
) Why is there an "I don’t have a clue" answer?
) What responses indicate success (for the students and for the instructor) in the course?
)

If the "I don’t have a clue" answer wasn’t available, what would you use as a baseline
score for the pre-course quiz for someone completely clueless?

h) How well does the instructor want you to do with respect to correct answers on the
¥
pre-course quiz? On the post-course quiz?

(i) How do you determine if a quiz question is effective or not?
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Experiments for One-Way Classifications

1. Use the method of Section 5.4.1 to complete the following one-way ANOVA worksheet and
calculate s, 7%, and 2. Use a calculator to determine the required quantities. Check your

work with MINITAB.

Treatment

Trial | A B|C|D
1 87 | 43 | 70| 67
2 70 | 75 | 66 | 85
3 92 | 56 [ 50 | 70

Sy | 249 | 174
7 | 83 | 58
s? | 133 | 259
| Source | df | EZ F | D |
Treatment ns: = | |
Error 5_22 =
Total

2. An experiment is designed to determine which of six different oils provides the best lubri-
cation for a complex mechanism. Each oil is run in the mechanism eight times. The run
order is completely random. Use this information to complete the following ANOVA table.

Is there evidence that one or more of the oils is different from the others? (Use a = 0.05.)

: 2 2
Determine s, r%, and 75,

| Source | df | SS | MS | F | P |
Oil 4525 | |
Error 14742
Total
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3. The concentration of active microorganisms in a suspension used in biological studies is

determined by inoculating plates of growth media with samples from the suspension, incu-
bating the plates under the proper growth conditions for that organism, and then counting
the number of colonies of microorganisms that grow.

An experiment was performed to compare four different methods of preparing tryptic soy
broth (TSB) plates by making twelve plates using each method. All of the plates were
inoculated with 1lcc of the same spore suspension and incubated together. The 72 hour
spore colony counts are shown in the table below. Is there evidence of a difference between
the methods and if so, which methods are different from the others?

(A[B[C]D]
155 | 182 | 143 | 167
160 | 184 | 147 | 171
162 | 181 | 136 | 168
184 | 185 | 138 | 182
151 [ 168 | 133 | 187
173 | 187 | 115 | 174
150 | 191 | 157 | 166
153 | 181 | 132 | 157
167 | 201 | 132 | 164
174 | 183 | 136 | 169
163 | 171 | 140 | 166
164 | 216 | 144 | 175

. Four different plant fertilizers (A, B, C, D) were applied to randomly selected 1 acre slices

of a 20 acre rectangular field planted with soybeans. Each fertilizer was used on 5 acres
of field. The following table indicates the number of bushels harvested from each acre. Is
there evidence that any of the fertilizers are different from the others? Be sure to check
your assumptions and use a multiple comparisons test method to detect differences among
the fertilizers if appropriate. If the 20 acre field is on a hillside how should the slices be
oriented? Which fertilizers should you buy? Which fertilizers should you not buy?

(AlBlC|D
3226 | 32| 33
33 | 28 [ 36 | 30

31 26|38 |33
34 122]33| 36
3113335 (31

. A calculator manufacturer wants to evaluate four different calculator keyboard layouts to

determine which design is the easiest to use. To measure ease of use they give a calculators
to each of 32 engineers. The engineers are trained in the use of the calculator and agree to
use the calculator exclusively for a period of three months. After the three month period the
engineers are all given a timed test which they must use their calculator to complete. The
problems are designed not to be hard, but to require extensive use of the calculator. The
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response is the amount of time that they take to complete the test. The results are shown
in the following table. Is there evidence that there are differences among the calculators?

43 149|159 |51 |47 |54 | 54|51
A7 |1 53| 52 | 47 |46 | 52 | 52| 51
95 [ 56 | 53 [ 46 | 58 [ 49 | 52 [ 50
36 | 38 |41 [ 42|41 [ 39|42 (38

O Q| | 2~

. The following table shows data taken in a completely randomized manner from 5 different
processes. Analyze the data using a one way ANOVA and carefully check the assumptions
about the equality of variances and the normality of the residuals. Are the assumptions met?
If not, find a transformation that validates the assumptions and complete the ANOVA.

|Row || A| B [C|[D]| E|
1 [[67] 90 |25]55]30
371244 [ 30 [ 60| 74
40 [ 110 [ 27| 74 | 81
271164 [ 67 [ 45]60
40 [ 121 [ 55| 45| 49
55| 67 | 74| 37|67
33| 81 [ 334525
451 90 [40] 55| 33

O || T =W DN

. Plastic components are prepared for gluing by surface cleaning and priming operations.
Both steps are used in the gold standard process. An experiment was performed to deter-
mine if one or both preparation steps could be omitted from the process without compro-
mising the glue bond strength. The experiment included four different surface preparation
conditions: none, clean, prime, and full (clean and prime). Six assemblies were prepared
under each condition. After the assembled units had fully cured, they were pull-tested until
failure. The pull test data are shown below. Test for relevant differences between treatments.
Recommend a follow-up experiment and calculate its sample size.

| None | Clean | Prime | Full |

72.1 81.2 99.4 82.2
61.1 86.3 100.7 | 87.7
72.6 74.4 94.5 | 102.2
80.1 89.8 84.4 96.0
75.3 | 85.7 84.6 91.0
83.7 | 81.8 90.3 94.4

. Two students performed a science fair experiment to study the viscosity of household lig-
uids (Source: John Swang, http://youth.net/nsrc/sci/sci043.html). The liquids that they
considered were water, alcohol, oil, soap, and honey. To measure the viscosity, they filled
a 21lcm tall graduated cylinder with one of the experimental liquids and measured the
amount of time in seconds it took a 5.7¢g 1.5¢m diameter marble to fall to the bottom. Use
ANOVA to analyze the data. Be careful to validate the ANOVA method by inspecting the
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distribution of the residuals. Is there sufficient evidence to conclude that the viscosities of
water and alcohol are different? Oil and soap?

| Trial || Water | Alcohol | O1l | Soap | Honey |
1 0.89 0.55 |4.04| 3.54 71
2 0.61 0.51 |3.72| 3.33 89
3 0.72 0.62 |3.68] 4.81 73

A one-way ANOVA is planned to compare five different treatment groups for a possible
difference between their means. The standard deviation of the inherent noise is known
to be o, = 30. How many units from each treatment must be run in order to have a 90%
chance of detecting a difference of § = 20 between a pair of treatments? Use the sample size
calculation method described in Chapter 5 and compare your result to that from MINITAB.

A one-way classification experiment to be analyzed by ANOVA can only have n = 14
replicates in each of its k = 4 treatments. Use MINITAB’s Stat> Power and Sample
Size> One-Way ANOVA menu to create the operating characteristic curve Power (J)
for this experiment if o, = 20. How large a difference between a pair of means is required
so that the experiment has 90% power?

Figure 3.2 indicates that the first boxplot slippage test gives excellent protection against
Type 1 errors for samples of size n > 5. What does this observation imply about the safely of
post-ANOVA multiple comparisons using boxplot slippage tests? What is the disadvantage
of using only this method?

The preferred method of analysis to test for a location difference between two treatments
is the two-sample ¢ test and the preferred method for three or more treatments is ANOVA,
however, the two-sample ¢ test and ANOVA are equivalent to each other in the case of two
treatments. The relationship between the test statistics from the two methods is:

2
Fa,l,dfe = toz/Z,dfe

Use this relationship to compare the results of the two-sample ¢ test and ANOVA analyses
of Problem 3.9. Be sure to compare the p values of the tests, too.
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13. Match each post-ANOVA multiple comparisons method to its description:

Answer Method
Duncan’s method
Tukey’s HSD test

Bonferroni’s method

Hsu’s test
two-sample ¢ test
Sidak’s method
Dunnett’s test

Compares k — 1 of the k treatments to the best treatment.
Reduces the overall Type 1 error rate by the number of tests or comparisons.

Most sensitive of the methods for all (g) comparisons.

Unsafe for multiple comparisons unless the Type 1 error rate is adjusted.

)
)
)
(d) Safe but not as conservative as another method that it is often confused with.
)
) Compares k — 1 of the k treatments to a specified control treatment.

)

Compares all (g) pairs of treatment means, more sensitive than the most conservative
method but less sensitive than another.

14. Example 5.12 in the textbook suggests two transforms for Poisson-distributed count data
that recover the homoscedasticity of the response with respect to the response magnitude.

(a) Use MINITAB to simulate Poisson-distributed count responses over a wide range
of values and determine estimates for the standard deviations of the transformed
responses.

(b) Use the results from Part a) to determine the sample size required to test Hp : Ay = g
versus Hy : Ay < Ao if the experiment must have 90% power to distinguish \; = 4
from Ay = 9.

(c) Write a general equation to determine the sample-size for the two-sample count re-
sponse problem.

15. An experiment is planned to test for a difference in pressure fitting burst pressure between
two different tubing ferrule lots. The standard deviation of burst pressure under constant
conditions is known to be about 1900 psi and the experiment should have 90% power to
detect a difference of 3000 psi between the two lots.

(a) Manually calculate the sample size required for the two-sample t test analysis (use the
z approximation, i.e. don’t bother iterating)

(b) Confirm the answer to a) using MINITAB Stat> Power and Sample Size> 2-
Sample t.

(c) The experiment has been reconsidered and will now include five different ferrule lots.
Manually recalculate the sample size required for the ANOVA analysis by approxi-
mating with Bonferroni-corrected two-sample t tests.
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(d) Confirm the answer to c) using Stat> Power and Sample Size> 2-Sample t by
applying a Bonferroni correction to the significance level («) in the Options submenu.

(e) Compare the sample size for Bonferroni-corrected two-sample ¢ tests to the sample
size required for the ANOVA F test using MINITAB Stat> Power and Sample
Size> One-way ANOVA.
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Experiments for Multi-Way Classifications

1. An experiment was performed to study the effects of humidity and temperature at time of

manufacture on the degradation of a chemical product. The experiment used three levels
of humidity and four levels of temperature in a full factorial design. The experiment de-
sign was replicated three times and blocked on replicates. The orders of the humidity and
temperature levels were randomized within blocks.

(a) Complete the calculations of the ANOVA table shown below including the summary
statistics (standard error, R-squared, and R-squared-adjusted) and interpret the re-
sults.

(b) Refine the model using Occam’s Razor, recalculate the summary statistics, and inter-
pret the results.

Source df SS MS F p
Block 20

Humidity 122

Temperature 450

Interaction 33

Error 240

Total

. The strength of a special fabric was measured after being washed in water and detergent at

different temperatures and pH. The ANOVA output from the experiment is shown below.
Complete the ANOVA table and calculate the standard error, coefficient of determination,
and adjusted coefficient of determination. Interpret the ANOVA if: Add part e) Invoke
Occam’s Razor to remove the interaction term from the model and revise your answers
to a), b), ¢), and d). New problem: Suppose that the experiment had been built in three
blocks, blocked on replicates. Present a new version of the ANOVA table.

(a) Temperatures were run in random order and pH was run as a blocking variable.

(b) pH levels were run in random order and temperature was run as a blocking variable.
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(c) Both variables were blocking variables.
(d) The levels of both temperature and pH were run in completely random order.

(e) Suppose that the experiment had been built in three blocks, blocked on replicates,
with runs randomized within blocks, and SSpj,exs = 200 and S.S, = 1600. Update the
ANOVA table, refine the model, and recalculate the summary statistics. Compare the
results to the solution to part d.

|Source | df | SS | MS | F | P
Temperature 2 8000

pH 2 680

Interaction 500

Error 1800

Total 26

3. An injection molding machine has five cavities that are supposed to be identical to each

other. Each cycle of the machine produces one part from each cavity. In order to check that
the five cavities are producing parts with the same dimension, parts are pulled from all five
of the cavities and measured. Samples are taken from a total of eight cycles of the machine.
The data are shown below. Is there evidence for differences between the cavities? Is there
evidence of an interaction between the cavity and the cycle?

| Cycle “ Cavityl | Cavity2 | Cavity3 | Cavityd | Cavityb |

1 99 104 113 125 122
2 119 113 123 143 134
3 150 122 137 101 134
4 102 119 134 136 117
d 115 126 113 153 122
6 131 89 114 136 141
7 112 113 136 146 120
8 139 133 90 125 96

. A sailboat manufacturer wishes to identify a single epoxy that has high strength at all

temperatures. He designs a factorial experiment to evaluate the strength of epoxies from
three different manufacturers at low, intermediate, and high temperatures. He performs
the experiment in a completely randomized manner by randomly selecting an epoxy and
temperature for each run until all experimental runs are completed. The strength data are
shown below. Analyze the data by two-way ANOVA and construct an interaction plot.
Which manufacturer should he use and what considerations should be made?

Manufacturer
A B C
20 | 216, 239, 234 | 278, 299, 271 | 309, 295, 315
Temperature | 25 | 344, 335, 348 | 311, 319, 327 | 321, 312, 325
30 | 372, 366, 385 | 360, 366, 361 | 371, 361, 349
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. Suppose that the experiment in Problem 6.4 had been blocked on replicates, where the
three observations under each experimental condition were collected in the order shown. Is
there evidence of a block effect and does it change the original analysis and interpretation?

. Reanalyze the data from Problem 3.11 as a 2 x 8 factorial design by ignoring the different
carpet types. How do the results of this analysis compare to the results from the paired
sample t test analysis? Do you learn anything more from this analysis that you didn’t learn
from the paired sample ¢ test analysis?

. (This problem was moved to Chapter 7.) Reanalyze the data from Problem 3.11 as a 2 x 4
factorial design (technician vs. carpet type) with carpet samples nested within carpet type.
How does this analysis compare to that of the analysis as a 2x8 factorial design?

. An experiment was performed to compare the lumen measurements obtained by four pho-
tometry labs. A collection of six lamps was prepared and circulated to each of the labs.
Each lab measured each lamp twice and measurements were made in completely random
order. Analyze the data and interpret the results. Construct an appropriate error statement
for this data set.

Lab
A B C D

#71522 | 2409, 2494 2465, 2693 2499, 2365 2556, 2498

#71533 | 4477, 4182 4485, 4283 4131, 4076 4297, 4481
Lamp | #71534 | 8861, 8739 9638, 9084 9272, 8904 9579, 8479

#71535 | 10213, 10281 | 11138, 11560 | 10479, 10468 | 11151, 11015

#71536 | 20601, 22996 | 23797, 23625 | 22106, 20773 | 20884, 22430

#71537 | 35985, 40224 | 42457, 41064 | 39140, 37987 | 39049, 37204

. Water samples were drawn from three wells at an industrial site for the purpose of deter-
mining water contamination levels. Initial water samples were drawn from each well, then
the wells were pumped for twenty minutes and second samples were taken. Each sample
was assayed for three contaminants. The chemical assays are expensive so there is interest
in reducing the number of measurements that have to be made in future evaluations at the
site. The contaminant concentrations in ppm are shown in the table below. Analyze the
data and interpret the results.

Trial

Site | Contaminant 1 2
A BZME 860 2600
A FC113 990 5600
A TCE 23 120
B BZME 100000 | 90000
B FC113 19000 | 18000
B TCE 4600 3900
C BZME 37 98d
C FC113 2 63
C TCE 10 10




30 6. Experiments for Multi-Way Classifications

10. A custom macro called power.mac is included in the MINITAB 14 Macros folder on the
CD ROM provided with this book. The macro performs power and sample size calcula-
tions for balanced fixed effects ANOVA problems. Open the macro in Notepad to view the
instructions for running it. Then use the macro to solve the following problems:

(a) Determine the power provided by three replicates of a 2 x 5 balanced full factorial
design to detect a difference of § = 10 between the levels of the first (two-level)
treatment if o, = 12.

(b) For the situation describe in Part a, how many replicates are required to achieve 90%
power?

(c) Determine the power to detect a difference of § = 10 between two levels of the second
(five-level) variable in Part a.

(d) For the situation describe in Part ¢, how many replicates are required to achieve 90%
power?

11. For the 5 x 3 x 2 full factorial experiment with two replicates in blocks with response Y in
worksheet Problem 6.11 of HW Chapter 6.zls:

(a) Use MINITAB Stat> ANOVA> General Linear Model to fit the full model with
terms up through order three and check the residuals diagnostic plots to see if the
assumptions of the ANOVA method are met.

(b) Use Stat> ANOVA> General Linear Model> Factorial Plots to create factorial
plots for the main effects and two-factor interactions. Does the graphical evidence in
the plots agree with the results from the ANOVA?

(c¢) Refine the model using Occam’s Razor using the p < 0.05 criterion and the requirement
of term hierarchy to decide which terms to retain in the model. Check the residuals
diagnostic plots for the new model.

(d) Use Stat> ANOVA> General Linear Model> Comparisons with Tukey’s method
to make appropriate comparisons between the levels of the terms in the final model.
(Be careful!)

(e) Use Stat> ANOVA> General Linear Model> Predict to calculate the predicted
response, the confidence interval, and the prediction interval for (A, B,C) = (5,2, 1).

(f) Use Stat> ANOVA>General Linear Model> Response Optimizer to deter-
mine the (A, B, C) settings that maximize the response.

12. Repeat the analysis of the 5 x 3 x 2 full factorial experiment in Problem 6.11 using the
following Stat> DOE> Factorial methods:

(a) Use MINITAB Stat> DOE> Factorial> Define Custom Factorial Design>
General full factorial to identify the columns of the experiment.

(b) Use Stat> DOE> Factorial> Analyze Factorial Design to fit the full model
with terms up through order three and check the residuals diagnostic plots to see if
the assumptions of the ANOVA method are met.

(c) Use Stat> DOE> Factorial> Factorial Plots to create factorial plots for the main
effects and two-factor interactions. Interpret the plots.
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(d) Refine the model using Occam’s Razor and check the residuals diagnostic plots to
make sure that all the assumptions of the analysis method are satisfied.

(e) Use Stat> DOE> Factorial> Predict to calculate the predicted response, the
confidence interval, and the prediction interval for (A, B, C) = (5,2, 1).

(f) Use Stat> DOE> Factorial> Response Optimizer to determine the (A, B,C)
settings that maximize the response.

13. Under ideal packaging conditions the concentration of the active ingredient in a vacuum

packed dry powdered product should be independent of storage temperature and humidity
at the time of packaging and there should be no difference between initial and end-of-shelf-
life concentrations. An experiment to study the active ingredient’s concentration is planned
using a 3 X 2 X 2 experiment design in temperature, humidity, and age, respectively. The
variable levels are: 20, 25, and 30C for temperature; 25 and 50 percent for humidity, and 0
and 6 months for age.

(a) Use MINITAB Stat> Power and Sample Size> General Full Factorial Design
to determine the number of replicates that required to detect an effect size of 30ppm
with 90% power when the standard error of the model is expected to be 20ppm. Include
a term for blocks and terms up through order 2 in the model.

(b) Use Stat> DOE> Factorial> Create Factorial Design> General Full Facto-
rial Design to create the experiment design with the required number of replicates.
Block on replicates. Name the three study variables Temp, Humid, and Age (use those
names exactly) and use the Factors menu to specify the variable levels in terms of
their physical units (use the specified factor levels exactly).

(c) If you haven’t done so already, create a new folder for MINITAB macros on your hard

drive such as C:\ My Documents\ MINITA B\ MacrosV17 and copy the file ShelfLifeSim.mtb

to that folder. (Make sure that the file retains its .mtb extension.) Name the first empty
column in the worksheet containing your experiment design PPM. Then use (V17.3)
Tools> Run an Exec or (older versions) File> Other Files> Run an Exec to
run the macro.

(d) Use Stat> DOE> Factorial> Analyze Factorial Design to analyze the PPM
response as a function of the study variables. Refine the model and check residuals
diagnostic plots.

(e) Use Stat> DOE> Factorial> Factorial Plots to create factorial plots for the main
effects and two-factor interactions. Interpret the plots.

(f) Use Stat> DOE> Factorial> Analyze Factorial> Predict to calculate the pre-
dicted response, the confidence interval, and the prediction interval for 30C and 50%
humidity at 6 months.

(g) With respect to making shelf life claims, the FDA document Guidance for Industry
Q1FE Fvaluation of Stability Data Section II F recommends that an acceptable shelf
life claim (i.e. age) corresponds to the time at which a one-sided lower 95% confi-
dence interval for the mean response equals the lower specification limit of the active
ingredient concentration. Does this product deserve a 6 month shelf life claim if the
experiment spanned the expected range of manufacturing conditions and the lower
specification limit is 300ppm?
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14. An experiment is planned using a 5 x 3 x 2 full factorial design. The process’s standard
deviation is expected to be o = 18.

(a)

(b)

Use Stat> Power and Sample Size> General Full Factorial to determine the
number of replicates required to detect a = 30 bias between two treatment groups
with 90% power.

Compare the actual power delivered by the number of replicates calculated in part
a to the 90% target. How much is the actual power compromised relative to the
target power if the number of replicates is reduced by 17 Is the compromise worth
considering?

MINITAB’s General Full Factorial method calculates power or sample size from
the variable with the most number of levels because it has the fewest observations per
level so the least power for the specified effect size. Use this fact to calculate the total
number of runs required for Bonferroni-corrected two-sample t tests for the 5 level
variable and compare the answer to the answers from parts a and b.
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Advanced ANOVA Topics

1. Complete the ANOVA table for each situation:

(a) A and B are both fixed variables.

|Sou7’ce| af | SS | MS |

A 3 372

B 2 84
Ax B 96
Error 1080
Total 119

(b) A is fixed and B is random.

|Sou7’ce| af | SS | MS |

A 3 372

B 2 84
Ax B 96
Error 1080
Total 119

(c) A and B are both random.

|Sou7’ce| af | SS | MS |

A 3 372

B 2 84
Ax B 96
Error 1080
Total 119
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2. A Latin square experiment was performed using four levels of each of the three experimental
variables. The data are shown in the table below. Variable A is the study variable and
variables B and C are blocking variables. Is there sufficient evidence to indicate that there
are differences between any of the levels of A?

(A[BIC]Y |
1 [1]1]0616
T [2 [2 | 554
2[4 [1 631
33 [1 |63
3[4 [2 [5%
2 [2 [3 |55
2 [3 [4 [ 462
2 [1 [2 5%
1 [3 |3 |52
32 [4 |44
1[4 [4 |52
3 |1 |3 |46
11 [4 47
13 [2 579
12 |1 |65
14 [3 567

3. A gage error study was performed using five parts, three operators, and two trials.

(a) Create and interpret the gage run chart (Stat> Quality Tools> Gage Study>
Gage Run Chart). What evidence do you see for repeatability and reproducibility
variation?

(b) Analyze and interpret the GR&R study data using a process tolerance of 2.0 measure-
ment units (Stat> Quality Tools> Gage Study> Gage R&R Study (Crossed),
set the tolerance using the Options menu).

Part | Trial | Opl | Op2 | Op3
1 1 10.27 | 10.26 | 10.15
10.40 | 10.40 | 10.27
9.88 | 9.91 | 9.95
10.07 | 9.94 | 9.94
10.26 | 10.27 | 10.10
10.28 | 10.26 | 10.21
10.13 | 10.21 | 10.16
10.15 | 10.33 | 10.18
9.35 | 9.29 | 9.31
9.40 | 9.40 | 9.30

G OY x| WW NN~
NN NN N
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4. Copy the grrsim.mac macro to the \ MINITAB\ Macros Vaz\ folder on your hard drive and
run the macro using the calling statement

mtb> %grrsim 10 5 2 c1-c3

This macro creates a GR&R study experiment design using 10 parts, 5 operators, and 2
trials. The part and operator ID are written to columns c1 and ¢2 and a simulated response
is written to column c3.

(a) Create and interpret the gage run chart.

(b) Analyze the GR&R study data, including confidence intervals (use the Conf Int
sub-menu) using a process tolerance of 200 measurement units. Interpret the results.

5. A gage error study was performed to compare the measurements made by three different
contract chemistry labs. It was impractical to transport the same samples to all of the labs,
so ten random samples from the same homogeneous lot were sent to each lab. Analyze the
nested factorial experiment in MINITAB using each of the following methods and confirm
that they give the same answers. Assume that the process tolerance is 5.0 units. The data
are in the table below.

(a) Stat> ANOVA> Fully Nested ANOVA.
(b) Stat> ANOVA> General Linear Model.
(c) Stat> Quality Tools> Gage Study> Gage R&R Study (Nested).

| Part | Trial | Labl | Lab2 | Lab3 |

1 1 38.7 | 40.8 | 37.0
1 2 38.6 | 40.8 | 36.9
2 1 376 | 375 | 37.8
2 2 376 | 375 | 37.5
3 1 37.3 | 36.2 | 37.9
3 2 374 1 36.0 | 37.9
4 1 364 | 39.0 | 37.5
4 2 36.7 | 39.2 | 374
5 1 38.2 | 39.0 | 38.1
5 2 38.0 | 38.9 | 38.0
6 1 38.0 | 393 | 37.5
6 2 38.1 | 39.2 | 37.6
7 1 36.9 | 37.1 | 39.4
7 2 36.8 | 37.2 | 39.3
8 1 36.6 | 389 | 38.2
8 2 36.7 | 39.0 | 38.0
9 1 38.0 | 374 | 37.3
9 2 382 | 374 | 37.5
10 1 373 | 383 | 384
10 2 37.3 | 383 | 38.4
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. Although the most common method for interpreting the gage error (GRR) after a gage

error study is to compare it to the tolerance, other interpretation methods are occasionally
used . In particular, if the part variation is relatively small compared to the tolerance, then
PV provides a more appropriate basis of comparison for GRR. A special statistic called
the number of distinct categories or N DC' is used to estimate the number of categories that
parts with variation indicated by the PV value could be sorted into. Measurement systems
with NDC > 5 are considered to be acceptable. NDC'is calculated from:

PV
NDC = 2——
C = floor ( GRR)

where the floor () function rounds its argument down to the nearest integer. Use this cal-
culation to confirm the N DC value reported by MINITAB in Example 7.6 in the textbook.

The usual maximum allowed for repeatability and reproducibility in gage error studies is
10% of the tolerance. Suppose that a process has repeatability equal to 10% of the tolerance
and reproducibility equal to 20% of the tolerance. Find the power of the ANOVA F statistics
to detect these rejectable conditions for the following gage error study designs and use your
findings to write guidelines for GR&R study designs.

Ten parts, three operators, three trials.
Ten parts, three operators, two trials.

Six parts, five operators, two trials.

. Reanalyze the data from Problem 3.11 as a 2 x 4 factorial design (technician vs. carpet

type) with carpet samples nested within carpet type. How does this analysis compare to
that of the analysis as a 2x8 factorial design (Problem 6.6)?

. A process capability study was performed to estimate the standard deviations associated

with biases between days and material lots for product made on three machines that are
supposed to produce identical product. Different lots are used on different machines and
on different days, i.e. lots are nested in machines and days.

(a) Lots are unique to machines and days which complicates the graphical display of
the data. Create a composite variable using let MachineLot = 10*Machine + Lot
and create a multi-vari chart of the response as a function of Day and MachinelLot.
Interpret the multi-vari chart.

(b) Use Stat> ANOVA> General Linear Model to analyze the data, estimate the
variance components (turn on the Variance Components report in the Results
submenu), and report the machine means (use the Options> Means> Specified
terms menu).

Precision lead screws are case hardened by passing them through an inductive heating
coil and then quenching them in water. A 22 x 22 split plot experiment will be performed
to study case hardening depth as a function of two hard to change (HTC) variables: RF
coil diameter and quench bath temperature, and two easy to change (ETC) variables: RF
frequency and lead screw diameter. The variable levels will be:
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Coil Diameter: 40, 60mm
Quench Bath Temperature: 50, 80C
RF Frequency: 20, 100kHz

Lead Screw Diameter: 20, 32mm

Use Stat> DOE> Factorial> Create Factorial Design> 2-level split plot
(hard-to-change factors) to create the experiment design. Use two whole-plot repli-
cates, blocked on replicates, and two sub-plot replicates. Name the study variables
CoilDia, QuenchTemp, CoilFreq, LSDia (use those names exactly) and use the Fac-
tors menu to specify the variable levels in terms of their physical units (use the
specified factor levels exactly).

Name the response column CaseDepth. Copy the SplitPlotSim.mtb macro to your
MINITAB macros folder and run the macro from the File> Run an Exec menu.

Use Stat> DOE> Factorial> Analyze Factorial Design to analyze the CaseDepth
response (in pwm) as a function of the study variables. Refine the model using the
Terms submenu and use the Graphs submenu to confirm that the residuals meet the
assumptions of the ANOVA method.

Use Stat> DOE> Factorial> Factorial Plots to create factorial plots for the main
effects and two-factor interactions. Interpret the plots.
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8

Linear Regression

1. The light output in lumens from an arc lamp is a function of the input power in watts. Fit
a linear model to the following data:

Power 60 40 70 50 30.3 | 23.2
Lumens || 5324 | 2746 | 6441 | 4054 | 1565 | 937

The input power to these lamps is dissipated as radiation in the UV, Visible, and IR
spectrum and as heat conducted to the arc lamp walls. If the ratios of UV, Visible, and IR
power are constant (a good assumption) and if conducted power is independent of input
power (another good assumption) use your model to estimate the power loss by conduction.
Use your model to predict the light output at 551 and construct the 95% prediction interval
at this wattage.

2. An experiment was performed to determine how the cutting speed of a tool v in feet per
minute affected the lifetime of the tool ¢ in minutes. The operation was run at 40 to 110
feet per minute in 10 foot per minute increments and tools life was recorded to the nearest
minute. Three observations were taken at each speed and the order of the observations was
completely randomized. The data are shown in the following table. The ”*” indicates that
the tool was broken before it wore out. Analyze the data to determine how tool life depends
on speed. What speed gives the longest life? Why wouldn’t you run at that speed all of the
time? Use a quadratic model and the linear goodness of fit test to check for lack of fit.

| Speed(ft/min) | 40 | 50 | 60 | 70 [ 80 | 90 | 100 | 110 |
161 | 144 | 136 | 137 | 121 | 114 | 108 | 13«
ToolLife(min) || 153 | 146 [ 138 [ 139 | 118 [ 119 | 105 [ 75x
152 [ 148 [ 137 [ 128 [ 123 [ 115 | 104 [ 21«
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3. The mechanical properties of a material are determined from its stress-strain curve (y vs.

x) where stress 7 is the load in pounds W divided by the cross sectional area A of the rod:

T = K
A

and the strain (e) is the relative elongation:
Al

€= L
where [y is the initial length of the rod and Al is the amount of elongation. A typical plot of
stress versus strain (7 vs. €) shows a linear relationship between stress and strain for small
applied stresses followed by a nonlinear region for large stresses. The critical stress that
separates the linear and nonlinear regions is called the yield stress. Applied stresses less
than the yield stress do not cause permanent deformation of the material. Applied stresses
greater than the yield stress cause permanent deformation of the material. The slope of
the stress-strain curve in the linear region is called the Young’s modulus or the modulus of
elasticity (Y):

, A

Ae

In order to determine the tensile strength properties of brass, a 2in long brass rod 0.505in
in diameter is loaded along its length. As the size of the load is increased the elongation
of the rod is measured. The load in pounds and the elongation in inches are shown in the
following table (Doyle, Manufacturing Process and Materials for Engineers, Prentice-Hall,
1969). Find the Young’s modulus and yield stress of the material. Construct and interpret
two models - one with and one without the constant.

W (lbs) | Al (in) W (lbs) | Al (in)
320 0.0002 2560 | 0.0016
590 0.0004 2760 0.0018
920 0.0006 2920 0.0020
1310 | 0.0008 3020 | 0.0030
1600 | 0.0010 3080 | 0.0040
1880 | 0.0012 3220 | 0.0060
2270 0.0014 7220 0.3000

. The following table shows the waterline length LW L and the measured maximum speed of

displacement (i.e. non-planing) boats (McGraw-Hill Encyclopedia of Science and Technol-
ogy, 1960). Plot the speed versus the waterline length and note that the relationship is not
linear. Fluid mechanics suggests that the speed should be proportional to the square root
of the waterline length. Transform the waterline length and plot the data to confirm this
model is appropriate. Fit a regression model to the data and use your model to predict the
maximum speed of a 36 ft boat. Construct a 95% confidence interval for the speed of the
boat.

LW L(feet) 22 130 [ 34 |48 | 65 [ 105 | 130 | 240 | 410 | 980
Speed(knots) || 6.1 | 6.6 | 6.3 | 81|89 | 13415420 |28 |42
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o

10 20
Distance Fallen (feet)

FIGURE 8.1. Stroboscopic Position of Falling Ball in At = 0.2s Intervals

5. Figure 8.1 shows the position of a dropped ball in feet as imaged by a stroboscope with
a 0.2s strobe interval. Extract data from the figure and plot the distance fallen h versus
the total elapsed time t. Note that the relationship is not linear. Physics predicts that the
relationship between h and t is h = % gt? where g = 32.15ft/s? is the acceleration of gravity
at the surface of the earth.

(a) Transform the time by squaring it and plot h versus t2. Fit a model for / as a function
of t2. (Fit a model of the form h = bt’ where t' = 2.) Suppress the constant term by se-
lecting the Remove Intercept option in the Analysis> Regression/Correlation>
Linear Regression menu. Use your model to estimate the acceleration of gravity ¢
and construct a 95% confidence interval for it.

(b) Fit a model of the form A’ = a+ bt where b’ = log (h) and ¢’ = log (¢). Use your model
to estimate the acceleration of gravity and the exponent of time. Determine the 95%
confidence interval for the exponent of time and compare it to its expected value from
gravitational theory.

6. In order to determine the effectiveness of a chemical sterilant, biological organisms were
added to a solution of the sterilant. At two minute time intervals a lcc sample of the
organism/sterilant solution was drawn and neutralized so that the sterilant wouldn’t kill
the organisms any more. Then the solution was transferred to a petri dish of growth medium
where the surviving organisms were cultured for three days and finally counted. The whole
process was repeated three times. From the data in the following table: a) Estimate the
mean number of organisms per cc at t = 0. b) Estimate the number of organisms remaining
at 3 minutes and construct the 95% confidence interval. c) Estimate the slope of the line
and construct the 95% confidence interval. d) At what time should all of the organisms be
killed? (Hint: Use the model N (t) = Ny10~%/7.)

Time(min) 0 2 4 6 | 8 |10 |12
Number 460000 | 25000 | 3700 | 260 | 55| 4 | O
of 490000 | 82000 | 920 | 370 | 17| 0 | O
Survivors || 130000 | 96000 | 6100 | 450 | 26 | 3 | O

7. A 5th grade student performed a science fair experiment to study how high a dropped
basketball rebounded as a function of the air pressure in the ball (Source: John Swang,
http://youth.net/nsrc/sci/sci042.html). The ball was filled to pressures from 0 to 10psi
and the ball was dropped from a constant height of three feet. Three drops were performed
at each pressure and the rebound height in centimeters was determined from a videotape
record of the bounces. The data are shown in the table below. Construct a model for the
rebound height as a function of fill pressure. If you cannot find an appropriate variable
transformation that linearizes the problem, try using the macro fitfinder.mac which is on
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the CD ROM in the MINITAB 1 Macros folder. What evidence is there that the three
trials were run as repetitions instead of as replicates?

Trial
| Pressure(psi) | 1 | 2 [ 3
0 39.4 1 40.0 | 394
1 53.3 | 54.6 | 54.6
2 57.8 | 58.4 | 59.1
3 67.3 | 68.0 | 67.3
4 71.1 | 71.1 | 71.1
) 72.4173.0[71.1
6 78.7 | 78.7 | 78.7
7 80.0 | 80.7 | 80.7
8 81.3 | 81.3 | 81.9
9 83.8 | 83.8 | 83.8
10 83.8 | 85.1 | 86.4

8. The average velocity v of a sailboat around a closed race course is related to the effective

wind speed EW S by:
1 b
v T EWse

where a, b, and ¢ are regression coefficients. Experimental data showing only the results
from a boat’s twenty best races are shown in the table below.

(a) The equation for velocity cannot be linearized so the usual method of fitting the data
must be modified. Assume a value for ¢ (values between 1.4 and 2.2 are typical),
transform the resulting equation to linear form, and fit the data to determine a and
b. Repeat these steps for several choices of ¢, recording S'S. for each value, and then
determine the value of ¢ that minimizes SS..

(b) MINITAB support nonlinear regression from its Stat> Regression> Nonlinear
Regression menu. Use this method to fit a model for velocity. (Hint: Nonlinear re-
gression fitting is performed using numerical, not calculus-based methods for finding
the regression coefficient values that minimize S.S.. These methods require that you
provide starting values and maybe ranges for regression coefficients. Use the values
determined from part a to prime the nonlinear regression fitting routine.)

Race | EWS | v Race | EWS | v
1 11.1 | 5.44 11 14.0 | 5.90
15.1 | 5.94 12 10.3 | 5.44
10.2 | 5.40 13 8.3 | 4.98
10.6 | 5.43 14 4.8 3.48
15.9 | 6.07 15 8.4 |4.99
16.4 | 6.12 16 14.0 | 5.76
2.0 |2.28 17 4.5 |3.28
25.3 |6.21 18 10.8 | 5.57
13.4 | 5.90 19 8.1 4.95
8.4 5.44 20 7.0 4.52

O] 00| | O T =] W N
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9. Preliminary data indicate that a response y depends on a variable z as y ~ 2100 + 35x
where the range of x of interest is 10 < x < 20. The standard error is estimated to be
o =~ 30. The sample size must be large enough so that the 95% confidence interval for the
slope 3, is no wider than £0.0503;.

(a) Find the minimum sample size using an equal number of observations at just two
extreme levels of z.

(b) How many observations are required if they are taken uniformly over the allowed range
of x?

(c) How many observations are required for three evenly spaced levels of x?

(d) Compare the sample size obtained for a) to the sample size if z was limited to the
interval 12.5 < x < 17.5.

10. A standard incandescent light bulb was operated at several powers values (in watts) and its
light output (in lumens) and its color temperature (closely related to the actual tungsten
filament temperature, in degrees Kelvin) were measured. The data are shown below.

(a) Fit a regression model for the lumens as a function of power (P).

(b) The theoretical relationship between the power and the filament temperature (7°)
is given by P = ec AT* where € is the tungsten filament emissivity, o is the Stefan-
Boltzmann constant, and A is the filament surface area. Use the theoretical relationship
to fit a model for the power as a function of temperature.

P Lumens T
82.9 592 2461
155.3 2441 2849
117.1 1322 2668
9.7 1 1524
28.2 32 1920
163.4 2718 2883
53.0 191 2219

11. When an experimental response has only two states, often called a binary or dichotomous
response, the usual regression and ANOVA methods of analysis are inappropriate because
the distribution of the residuals is non-normal. An alternative method of analysis for this
situation, called binary logistic regression (BLR), uses a transformation of the binary re-
sponse data to obtain response success probabilities (p) which can be analyzed correctly
by modified regression and ANOVA methods. For a single predictor variable x the form of

the BLR model is:
m( b ) — by + by + €
L—pi
where In (p/ (1 — p)) is called the logistic or log-odds transform.

In a drug toxicity study rats were dosed with an experimental drug. The dosages were from
0 to 70 mg/kg of body weight in 10 mg/kg increments. 10 rats were dosed at each of the 8
dosage levels. The table below shows the number of rats that died within 48 hours of being
dosed.
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(a) Use MINITAB Stat> Regression> Binary Fitted Line Plot to create a plot of
the observed and fitted mortality as a function of dose.

(b) Use MINITAB Stat> Regression> Binary Logistic Regression to construct a
model for mortality as a function of dose.

(c) Use the model to determine the mortality rate at 10mg/kg.

(d) Use the model to predict LD50 (lethal dose 50%) - the dose which is expected to kill
50% of the rats.

| Dosel n | Diedl

0 10 0
10 |10 0
20 | 10 1
30 |10 3
40 | 10 8
50 | 10| 10
60 | 10 9
70 (10| 10

12. On 28 January 1986 the space shuttle Challenger exploded during take-off. The night before

the accident NASA flight engineers tried to stop the launch because of the potential for a
solid rocket motor (SRM) o-ring seal failure due to the low ambient temperatures prior to
launch time. Management over-ruled the flight engineers and decided to launch anyway.

The table below shows the number of o-ring seal failures (f) out of the n = 6 o-ring seals on
each flight prior to the Challenger accident with the corresponding temperature at the time
of the launch. (Prior o-ring seal failures didn’t cause catastrophic failures because the jets of
hot exhaust gases weren’t directed at any critical components. On the Challenger flight, the
o-ring failure directed hot exhaust gases at the aft mount strut that connected the SRM to
the primary fuel tank. When the strut failed, the SRM pivoted on the foreward mount strut
and caused the shuttle, main fuel tank, and SRMs to break up.) Use MINITAB’s Stat>
Regression> Binary Logistic Regression menu to build a binary regression model for
the o-ring seal failure probability. Use your model to predict the failure probability at 26°F
- the temperature at the time of the launch. Was there sufficient evidence to postpone the
launch?

Flight | T |n| f Flight | T |n| f
1 66 [6]0 13 70161
2 70161 14 671610
3 69160 15 5316 | 2
4 8060 16 751610
5 68160 17 671610
6 67160 18 701610
7 721610 19 81160
8 731610 20 7616]0
9 701610 21 791610
10 5716 | 1 22 751610
11 63161 23 76160
12 781610 24 58 16| 1
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13. The experiment of Problem 8.6 was repeated using four different spore lots. The data are
presented in the worksheet below. Fit a model for the population response as a function of
lot and time where lot is a qualitative variable and time is a quantitative variable. Include

a term for the interaction in the model and interpret the model.

Time| N(1) | N@2) | N3B) | N@)
0 | 331668 | 1801682 | 238270 | 1290318
0 | 1549130 | 1900669 | 1237785 | 764940
0 | 1873033 | 872902 | 126219 | 1060679
2 | 167038 | 78326 | 20762 | 142464
2 | 81530 | 46006 | 24651 | 123337
9| 700474 | 185860 | 29687 | 128641
4 23124 29112 4802 46651
1 | 16683 | 25101 | 3001 | 17726
1 | 18763 | 22834 | 5430 | 18304
6 7604 | 2910 134 2105
6 2047 | 1352 530 9200
6 | 6525 | 1764 591 6405
8 725 1002 136 934
8 130 1736 27 563
8 626 619 15 350
10 100 59 1 150
10 66 34 1 53
10 149 196 3 223
12 23 12 0 7
12 14 35 1 51
12 13 25 0 36

14. When a simple linear regression model for y = by + byx is fitted to a data set containing
many observations at each of a few levels of x, there is an opportunity to perform a lack-of-
fit test using ANOVA to fit an alternative model by treating x as a qualitative variable. The
differences between the error sums of squares and the error degrees freedom between the
linear regression and ANOVA models can be used to calculate a lack-of-fit mean squares
term that can be tested against the ANOVA error mean square in an F' test.

15. For the basketball rebound experiment from Problem 8.7:

(a) Use Stat> Regression> Nonlinear Regression to fit a model for the rebound
height as a function of fill pressure of the following form:

H = by + by P

where the b; are regression coefficients. Use the following guesses for initial values of
the regression coefficients (set in the Parameters submenu):

bp = 40
by = 15
bg == 05
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(b) In the solution to part a, MINITAB reports a warning about the fit: "* WARNING *
Some parameter estimates are highly correlated. Consider simplifying the expectation
function or transforming predictors”. What is the concern about highly correlated
regression coefficients? Try to simplify the model by fixing (i.e. holding constant) one
of the regression coefficients to see if that alleviates the problem. Which model do you
prefer?

16. Beetles were exposed to carbon disulphide (C'Sy) at varying concentrations (Dose) for five
hours. The data are shown in the table below. The number of beetles exposed is n and
the number of beetles that died is D. (Bliss (1935). The calculation of the dosage-mortality
curve, Annals of Applied Biology, Vol 22, Issue 1, 134-167.)

(a) Use MINITAB Stat> Regression> Binary Fitted Line Plot to create a plot of
the observed and fitted mortality as a function of dose.

(b) Use MINITAB Stat> Regression> Binary Logistic Regression to construct a
model for mortality as a function of dose.

(c) Use the model to determine the mortality rate at Dose = 50.
(d) Use the model to predict LD50 - the lethal dose that kills 50% of the beetles.

| Dose | n | D |
49.1 |59 | 6
53.0 | 60 | 13
56.9 | 62 | 18
60.8 | 56 | 28
64.8 | 63 | 52
68.7 | 59 | 53
72.6 | 62| 61
76.5 | 60 | 60
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Two-Level Factorial Experiments

1. An experiment was performed to determine how the cure time of a two part epoxy depends

on the resin to hardener ratio (R/H) and the temperature. Two levels of each variable were
used and three replicates of the 2 x 2 design were built. The experiment was blocked on
replicates and the run order was randomized within blocks. The cure time response was
taken to be the time required for the epoxy to harden to a specified Rockwell hardness.
Analyze the following cure time data (minutes) and use your model to predict the cure time
and its 95% prediction interval at 21C and 4.5:1 R/H. The response values in the table
below are shown in block order, i.e. 1, 2, 3.

R/H
3:1 5:1
Temperature (C) | 20 [ 230, 210, 240 | 170, 180, 190
25 | 180, 150, 170 | 140, 150, 150

. A 23 experiment with two replicates in blocks was performed to study the flight time of

paper helicopters. The design variables and their levels are shown in the following table.
The width and length variables refer to the blade geometry and the folds variable indicates
the number of one inch folds in the helicopter’s bottom leg. The run order was randomized
within each block.

| Variable “ -1 | +1 | Units |
A: Width || 1.25| 2 inch
B: Length || 2 4 | inch
C: Folds 1 2 NA

The experimental flight times were measured in seconds and are reported below. Analyze
the data and include a term for blocks in the model. What helicopter geometry is predicted
to give maximum flight time? Extrapolate your model to recommend another helicopter
geometry that would give even longer flight time. What are the risks associated with this
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recommendation?

3. An experiment was performed (Said Jahanmir, NIST Ceramics Division: Material Science
and Engineering Laboratory, www.itl.nist.gov/div898 /handbook/pri/sectiond /pri471.htm)
to study the effect of grinding on the strength of a high performance silicon nitride ceramic
material. The purpose of the study was to determine the best settings of five grinding
variables to maximize the strength of the material and to develop a model that expresses
the strength as a function of those variables. The grinding variables considered in the study
and their levels are shown below. A single replicate of a 2° full factorial experiment design
was used and the experimental trials were randomized over all 32 runs. The experimental
data are shown below. Analyze the data and refine the model. Make a recommendation on

Block

1 | 2

2.99

2.90

2.99

2.99

5.13

2.58

5.21

0.41

2.82

2.93

2.95

2.62

4.41

4.62

4.39

4.97

what variable levels should be used to maximize the material strength.

Variable —1 +1 Units Description
A: Batch A B NA two material batches
B: Direction long. trans. NA grinding direction
C: Grit 140 — 170 | 80 — 100 NA grinding material coarseness
D: Feed 0.05 0.125 | mm/min | material sample feed rate
E: Speed 0.025 0.125 m/s grinding table speed
SO|RO|[A|B|C]|D Strength SO|RO|A|B|C]|D Strength
1 17w -1-1-1- 680 1ri 1214+ -1-1- 607
2 30 ([-1-1-1-1+ 722 18 T+ -1-1- 621
3 MM {-{-1-1+ 702 19 +{-1-1+ 611
4 8 -l - -1+]+ 667 200 23 |+ | - | - |+ 638
5 32| -|-[+]- 704 21 2 |+ -1+ - 585
6 20(-|-|+]|-1+ 642 22 1 28 [+ | - |+ | - 586
7 26 | - -|[+]+ 693 23 | 11 |+ | - |+ |+ 602
8 24 (- -|+|+]|+ 669 24 9 [+ -|+]+ 608
9 10 [ - [+ -1 - 492 25 1 26 |+ |+ - | - 443
10116 |-1+|-1-1|+ 476 26 | 21 [+ |+ -] - 434
2] -1+-1+ 479 27 6 |+|+]| -1+ 418
12118 -1+|-14+]+ 568 28 T+ +] -]+ 511
13 3 -+ ]+ - 445 29 S |+ |+ |+ - 392
4119 | -1 4+|+]-]+ 410 30 | 13 [+ +|+] - 343
5131 |-+ |[+]+ 429 31 | 22 [+ |+ |+ ]+ 386
6115 -1+[+]+]+ 491 3212 [+ |+ |+]+ 447
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4. Complete the following steps in the analysis of a three-variable design situation:

(a) Determine the number of replicates required to detect a difference of § = 10 between
the levels of main effects with 90% power in a 22 full factorial design when o, = 10.

(b) Design the experiment determined in Part a in the Excel design file 2°3f.2ls and run
the sim3 simulation. Copy the design and response to MINITAB and analyze the data.
Refine the model to include only the statistically significant effects (p < 0.05).

(c) Use the model determined in Part b to predict the response when (z1,x,x3) =
(=1,—1,41) and compare the prediction to the observations from this cell of the
experiment. How well do they agree?

(d) Use your model determined in Part b to predict the response when (z1,x9,x3) =
(0,0,0). Run the sim& macro again with eight runs of (xi,z9,23) = (0,0,0) and
compare the predicted and observed values. How well do they agree and why?

5. Run the sim3 macro for two replicates of a 2% design with the standard error set to o, = 1.
Analyze the data and then rerun the macro and analysis with o, = 4, 16, and 64. Compare
the ability of the different experiments to resolve the regression coefficients.

6. Run the sim3 macro for one replicate of a 23 design with the standard error set to o, = 10
and analyze the data. Rerun the macro using 2, 4, and 8 replicates of the 2° design and
compare the ability of the different experiments to resolve the regression coefficients.

7. Use MINITAB Stat> DOE> Factorial> Create Factorial Design to create

(a) a 2° experiment with one replicate

(b) a 2 experiment with two replicates.

Calculate the simulated response using the simd.mac macro. Analyze the data using Stat>
DOE> Factorial> Analyze Factorial Design. Refine the model using Occam’s Razor.
Transcribe the final regression coefficients and the model summary statistics into the cor-
responding columns of the Sim& Worksheet.xls (2°5fr1 and 2°5fr2, respectively).

8. Run the sim5 macro for one replicate of a 2° design (use 2°5f.als) with the standard
error set to o. = 1. Analyze the data and save the regression coefficients in the MINITAB
worksheet, then refine the model to eliminate the insignificant terms. Rerun the macro and
analysis with o, = 3, 10, and 30 and compare the performance of the different experiments.
Construct and compare the normal probability plots of the regression coefficients from the
full models excluding the model constant. What is the effect of increased standard error on
the ability of an experiment to resolve model coefficients?

9. Run the sim5 macro for 1, 2, 4, and 8 replicates of a 2° design (use 2°5f.zls) with the
standard error set to . = 10. Analyze the data from each experiment, save the regression
coefficients in the MINITAB worksheet, and then refine the model to eliminate the insignif-
icant terms. Compare the abilities of the different experiments. to resolve the regression
coefficients. Construct and compare the normal probability plots of the regression coeffi-
cients from the full models excluding the model constant. What is the effect of increased
standard error on the ability of an experiment to resolve model coefficients?
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10. Occam’s razor provides a mandate to simplify models but when models have many variables
and interactions it can be difficult to decide whether a variable and all of its associated
interactions deserve to be kept or not. A simple lack of fit test to determine if a variable
and all of its interactions may be completely dropped from a model tests the hypotheses

11.

H(]I

the variable does not contribute significantly to the model vs. H, : the variable does

contribute significantly to the model. The test procedure is:

1.

Fit the full model (indicated with the letter F') including all terms involving the
variable in question. The error sum of squares for this model is SS¢r) and the error
degrees of freedom are df ().

. Fit the reduced model (indicated with the letter R) by excluding the variable in

question and all of its associated terms from the model. The error sum of squares for
this model is S\S¢r) and the error degrees of freedom are df(g).

Calculate the test statistic:
(SSe(R) — 55, () )
af- ) —dF.
F = N\ Y e

(7)

dfe(r)

The quantity in the numerator is the variance associated with the questionable variable
and the quantity in the denominator is the error variance from the full model.

. If the F' statistic exceeds F;, with dfcr) — dfc(r) numerator and df(ry denominator de-

grees of freedom then reject Hy and conclude that the variable contributes significantly
to the model and should be retained.

Run the sim5 macro for a 25 design with two replicates. Fit the full model including all
main effects and two-factor interactions and use this method to determine if x4 and all its
associated terms can be safely dropped from the model.

The purpose of this problem is to demonstrate the consequences of missing, extra, and
botched runs in an experiment.

(a)

(b)

Build a 25 full factorial experiment with one replicate. Calculate the correlation matrix
for the design. Then use simd.mac to create a fictional response and fit and refine the
model.

Copy the experiment from part a to a new worksheet (Data> Copy> Worksheet
to Worksheet). Compromise/damage the intended design by: 1) delete three rows
from the worksheet, 2) duplicate one row and change the value of its response by 10,
and 3) invert the values of the B variable in two other rows. Calculate the correlation
matrix for the compromised experiment and reanalyze the original fictional response.
Compare the results to those from Part a. How important is it that the integrity of
the experiment design not be compromised?

12. Build a 2° full factorial design with one replicate and use siméb.mac to create a fictional
response.

(a)

Calculate the correlation matrix for the experiment design. Fit and refine a model
including main effects and two-factor interactions.
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(b) Copy the original experiment to a new worksheet and replace five of the thirty-two
responses with missing values (x). Calculate the correlation matrix and then fit and
refine a model. Compare this model to the one obtained in Part a.

(c) Use the following procedure to impute (a mash-up of imply and compute) the missing
response values: 1) replace the missing values with the grand mean of the surviving
observations, 2) fit the desired model and store the residuals and predicted values (use
the Storage submenu), 3) replace the initial guesses with the new predicted values,
and 4) repeat steps 2 and 3 until the predicted values converge. The imputation
procedure effectively heals the damaged experiment design by treating the missing
observations as regression coefficents; however, the imputed values will have residual
values equal to zero so the model standard error and all of the statistics estimated
from it will be overly optimistic and cannot be trusted as is. The model standard
error and all of its dependent statistics should be manually recalculated by reducing
the error degrees of freedom by the number of imputed observations. (Not making
the correction will send you to statistics hell.) Compare the values of the regression
coefficients from the healed experiment to those from Part 1. How well do they agree.

Run simb for a 2° full factorial design with a single replicate (Use 2°5f.zls.). Replace five of
the 32 responses with missing values (x). Copy the design to another worksheet, delete the
rows with the missing values, and construct and interpret the correlation matrix of main
effects and two factor interactions. Return to the original worksheet and use the method
of Section 9.8 in the textbook to repair the missing values and revise the ANOVA and
regression coefficient ¢ and p values.

A two-level factorial experiment is planned but the number of variables has not yet been
determined. The experiment is required to have 90% power (8 = 0.10) to detect an effect
size of 0 = 40. The process is known to have o. = 50. Calculate the number of replicates
of 21,22 23 21 and 2° designs required to meet this condition. (Use the two-sample ¢ test
calculation method for the 2! design.) If the actual power is much greater than 90% then
reduce the number of replicates by one to return the power to near but just less than 90%.
How many total runs are required by each design? How does the number of variables in the
experiment affect the total number of runs?

One cause of lumen degradation of metal halide arc lamps is contamination inside of the arc
chamber and lamp jacket. A brainstorming session to address excessive lumen degradation
identified four variables that might affect contamination. To test for variable effects a 2*
full factorial experiment design with two replicates in blocks was built using the following
variables matrix:

Variable — | + Units
A: HF acid wash No | Yes NA
B: Cadmium concentration | 2 4 %
C: Vacuum exhaust time 30 | 60 | seconds
D: Jacket getter 8 | 16 mm

The experimental run matrix is shown below. The lumen maintenance response, LM, is the
ratio of 1000 hour lumens to 100 hour lumens.
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(a) Analyze the data and refine the model.

(b) Us the model to make a recommendation to improve lumen maintenance.

Std| Run | Block [ A| B|C | D | LM Std| Run | Block [ A| B|C | D | LM
10 1 1 1 [-1]-1(17]0.948 27 17 2 111 ]-1] 110935
16 2 1 1 (1] 1f1]0.955 26 18 2 1 (-1]-1(1]1.008
1 3 1 -1 -1]-1]-110.839 31 19 2 1] 1 11 0.908
13 4 1 -1]-1] 1] 1]0.855 29 20 2 -1 -1 1] 0.865
5 5 1 -1]-1]1]-1]0.855 21 21 2 -1]-1]11]-1]0.853
11 6 1 -1 1 (-1 11{0.901 22 22 2 1 (-1 11{-1]0.940
7 7 1 -1 1] 1]-110.885 17 | 23 2 -1]-1]-1]-110.885
12 8 1 1 (1 ]-1(1]0.973 20 24 2 111 ]-1[-1]0.982
14 9 1 1|-1[1(1]0.941 19 25 2 -1 -1]-11]0.893
8 10 1 1|11 [1/(-1]0.950 28 26 2 111 [-1(1]0.970
2 11 1 1 (-1]-1(-1]0.928 23 27 2 111 [-110.890
4 12 1 1 -1(-110.973 30 28 2 -1 1] 17]0.949
15 13 1 1) 1] 110905 24 29 2 1(1]-1(0.967
3 14 1 -1 1]-1]-11]0.937 18 30 2 -1]-1]-1]0.957
6 15 1 1-1[1/(-1]0.955 32 31 2 111 1]0.944
9 16 1 -1]-1]-1]1110.833 25 32 2 -1]-1]-1]1]0.865

16. (Rao and Padmanabhan, Linear modeling of the electrochemical machining process using

full factorial design of experiments, Journal of Advanced Mechanical Engineering (2013)
1: 13-23) Electrochemical machining (ECM) uses controlled corrosion to remove material
from a metal workpiece. To implement ECM the workpiece is submerged in an electrolytic
solution. With the workpiece operated as the cathode and the tool operated as the anode,
current flow between the cathode and anode causes metal to be removed from the workpiece.
The rate of material removal is a function of several variables including the voltage and
current between the anode and the cathode, the distance between the anode and cathode,
the concentration of the electrolyte, the electrolyte flow rate, the material composition of
the workpiece, the geometry of the cathode, and other variables.

An experiment was performed to study the use of ECM to machine a metal-ceramic com-
posite (MCC) consisting of an aluminum-silicon alloy with boron carbide ceramic reinforce-
ment. Four variables, each at two levels, were used with variable levels shown in the table
below. One replicate of the 2* experiment was built and three responses were recorded:
metal removal rate (MRR), surface roughness (SR), and radial overcut (ROC). Fit and
refine models for the three responses. Can you find settings for the variables that maximize
MRR while minimizing SR and ROC? What is the alternative?

Variable —1] 41 Units
A: Voltage 12 ] 20 Volt
B: FeedRate 0.2 | 1.0 | mm/min

C: Concentration | 10 | 30 g/L
D: Reinforcement | 2.5 [ 7.5 Wt%
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A|B|C|D|MRR| SR | ROC A|B|C|D|MRR| SR | ROC
—|—|—1—10.268 | 4948 | 0.96 —|—|—=1+1] 0130 | 5204 | 0.75
+|—(—=1—10398 [ 5345 | 1.08 + ==+ 0282 |5472| 091
— |+ |—=1—1 0689 | 4555 | 0.67 — |+ =]+ ] 0498 | 4.823 | 0.47
+ |+ [ —1—10892 [4920 | 0.85 + |+ — |+ 0.688 | 5.002 | 0.64
— | = |+ |- 0447 | 4456 | 1.05 —| = |+ |+ 0227 [ 4591 | 0.79
+ | —[+]—] 0684 | 4787 | 1.17 + =+ |+ 0492 | 4890 | 0.94
— |+ [+ —10932 | 4.068 | 0.86 — |+ |+ ]| +] 0703 [ 4232 0.65
+ |+ [+]—1] 0988 [4.366 | 1.00 + |+ |+ +] 0805|4474 | 0.86
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17. An experiment will be performed to study the flight time of a paper helicopter. The geom-
etry of the helicopter is shown in Figure 9.1.The process input variables to be studied are
Blade Length, Blade Width, and Paper Clip. The variables matrix is:

| Level | Length | Width | Clip |

-1

2.25

0.6

-1

+1

4.5

1.2

1

|Units| inch | inch | NA |

The paperclip variable Clip indicates whether a helicopter has a paperclip (1) or not (—1).
When a helicopter has a paper clip, the paper clip is attached to the bottom of the helicopter
aligned to and on the helicopter’s vertical centerline.

(a) Use Stat> DOE> Factorial> Create Factorial Design> 2-level factorial (de-
fault generators) to create the experiment design with three variables (Number of
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(e)

()
()

factors:). Use the Designs submenu to specify a full factorial design with two repli-
cates, blocked on replicates. Use the Factors submenu to specify the variable names
(Length, Width, and Clip exactly) and their low and high physical levels.

Use Stat> DOE> Display Design> Coded units to display the experiment design
in coded units. Then use the correlate.mac macro (type %correlate cb5-c7 at the
command line) to create the correlation matrix. Inspect the matrix for correlations
between terms in the model. Return the data display back to uncoded/physical
units.

Make sure that your run matrix is displayed in uncoded/physical units.
Copy the PaperHelicopterSimulation.mtb macro file to your MINITAB \ Macros\ Macros
Vzz\ folder and use Tools> Run an Exec (V18) or File> Run an Exec (V19) to
run the macro. The macro should create simulated flight time data in the ¢8 (Time)
column.

Use Stat> DOE> Factorial> Analyze Factorial Design to analyze the Time
response. Use the Terms submenu to specify terms up through order 3 and include a
term for blocks in the model. Use the Graphs submenu to enable the residuals four-
in-one plot and one or more of the effect plots, e.g. Pareto. Check the model residuals
to make sure that they meet the requirements of the analysis method.

Use Stat> DOE> Factorial> Factorial Plots to create main effect and interaction
plots. Interpret the plots.

Use Occam’s razor to refine the model from the Terms submenu.

Use Stat> DOE> Factorial> Response Optimizer to determine the geometry of
the paper helicopter that will have maximum flight time.
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1. Write out the complete matrix of sixteen runs of the 2* experiment design, then indicate
which runs correspond to the half fraction with generator 4 = 123 and which half correspond
to the fraction with generator 4 = —123.

2. The model for a full factorial 23 experiment is:
Yy = 660 + 901’1 — 140$2 + 551’3 + 12$12 — 6$13 + 14$23 — 31’123

where the coefficients shown are the parameters. If a 23;; experiment was built with gen-
erator 3 = 12, then what terms could be modeled and what would the coefficients become?

3. The model for a full factorial 2* experiment is:
Yy = 54 — 13([51 + 14([52 —+ 52%3 — 19$4 + 2%12 — 6$13 + 51’14 — 1%23 + 51’24 — 8%34

where the coefficients shown are the parameters. If a 27, experiment was built with gener-
ator 4 = 123, then what terms could be modeled and what would the coefficients become?

4. Select 16 runs for 277" design from the original 32 run 2° experiment in Problem 9.3.
Analyze the experiment and compare the results to those of the full analysis. How much
information is lost and how much is retained?

5. Run the simj macro for two replicates of a 2* design and analyze the data. (Start from
2~4f.als.) Select one half of the original runs of a 27;;' design and analyze this experiment.
Refine the two models and compare them.

6. Construct a 25,7 design and its fold-over design. Use correlation matrices to demonstrate

that the two designs individually are resolution IIT but that their combination is resolution
IV.

7. Run the sim5 macro for one replicate of the 20! design. Starting from the model with all
main effects and two factor interactions, refine the model one term at a time by eliminating
the weakest term at each step, however, be certain to preserve the hierarchy of the model
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terms. At each step, record the model standard error and adjusted coefficient of determi-
nation. Plot these two quantities as a function of model degrees of freedom. What happens
when you begin dropping significant model terms? Stop when it is clear from the plots
which models might be appropriate.

. Run the sim5 macro for one and two replicates of the 2?;1 design. Be sure that the standard

deviation is set to o, = 10. Analyze the data for main effects and two-factor interactions
and refine the models to eliminate statistically insignificant terms. How do the steps in
the two analyses and the assumptions that you have to make differ between the two ex-
periments? Transcribe the final regression coefficients and their summary statistics into
the columns 2°5hr! and 2°5hr2, respectively, of the worksheet in Homework Problems>
simd Worksheet.xls. Use the codes suggested on the worksheet to indicate the statistical
significance of each regression coefficient.

. Use MINITAB Stat> DOE> Factorial> Create Factorial Design to create:

(a) a 2°7! experiment with one replicate

(b) a 257! experiment with two replicates

Calculate the simulated response using the simd.mac macro. Analyze the data using Stat>
DOE> Factorial> Analyze Factorial Design. Refine the model using Occam’s Razor.
Transcribe the final regression coefficients and the model summary statistics into the cor-
responding columns of the Sim& Worksheet.xls (2°5fr1 and 2°5fr2, respectively).

How many replicates of a 2}:’/_1 design are required to deliver 90% power to detect a different
0 = 30 between the two levels of a variable when o, = 407

A screening experiment was performed to identify spot welding process variables that affect
the diameter of the weld nugget. A 257! design with one replicate was used. The variables
matrix and the run matrix are shown in the tables below. Analyze the data and make a
recommendation on how to improve the spot welding process by increasing the diameter of
the weld nugget.

Variable -1 | +1
A: Axial Misalignment no | yes
B: Angular Misalignment | no | yes
C: Edge Weld no | yes
D: Part Surface Misfit no | yes
E: Cooling Rate low | high

F: Electrode Age new | old
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A[B[C[D[E[F][Dia| [A[B[C[D[E]F] Dia
=1 =1=-1-136] [+][-[-1-1-1+34
—=1=-1T-1=-1-T60] [+[+[+]=-1-1+]59
Tl -+ =+ 27| [==[=[+[+|=[57
=123 [= =[x [=]=[50
===+ [=T42]| [F[ =[x =[+[+[60
— = [ [+[38] [=[=[=[=[+[+][52
— ===+t | [=[+[-[=[+]-[56
Tl F[F (52| [— [+ [+[=-[-[—[66
— = [ a7]| [F =[x+ [=[57
— |+ [+ =1+[+155] [+ [+]=T+]=-166
=== 7| [ [ =+ =[=[52
— ===+ 65 ]| [= =+ =[+[-[67
— [+ [+ [+ [=T+146]| [+ [+[-T-1+[+]38
— [ F =62 [F[=[=[+[+[+[26
= 50| [ =+ +[45
| ==-1+1=1-125] [+[+[+]+]-]-158

The 2;‘74 and 2;(/3 designs are both resolution IV but they are different by a factor of two
in their numbers of runs. Build both designs, create their correlation matrices with main
effects and two-factor interactions, and then fit models to fictional responses. Compare the
number of model terms that can be fitted by the two experiments. How does this modify
your understanding of the definition of design resolution as an integer value?

Build the Plackett-Burman 12 run experiment design with 11 variables (Stat> DOE>
Factorial> Creat Factorial Design> Plackett-Burman). Calculate its correlation
matrix and confirm that the design is resolution III. Fold the design on all variables (Stat>
DOE> Factorial> Modify Design> Fold) and show that the new experiment design is
resolution IV. Fit models to fictional responses for both designs and compare the number
of terms that the models include.

(Polishing of Substrates, Philip Flaitz and Mark Neisser, IBM Corp, Hopewell Junction,
NY) An experiment was performed to study the surface roughness of a ceramic substrate
used in semiconductor fabrication as a function of surface polishing process variables. The
experiment design was a 23, ' design with one replicate. (To balance the polisher two samples
were run simultaneously on opposite sides of the polishing table. The results from the two
sides are combined here to give a single response.) After polishing, ten roughness average
(Ra) values were recorded at random locations over each sample’s surface and Ra means
(mRa) and standard deviations (sdRa) were recorded. The variables matrix and the run
matrix are shown below.

(a) Calculate and interpret the correlation matrix for main effects and two-factor inter-
actions. What went wrong and attempt a fix. What assumption do you have to make
to attempt the analysis? (Hint: The original journal article has a typographical error
in the design matrix. First find the variable with the error, then use a confounding
equation to find the discrepant run by comparing what that variable’s values should
be to what the article reports.)
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Construct and interpret main effect and interaction plots of mRa and sdRa.
Analyze mRa as a function of the five process variables and refine the model.

It is common practice to transform roughness average prior to statistical analysis by
taking the square root. Fit a model to vVmRa and compare the performance of the two
models. Which do you prefer and why? Why is it not apparent from the first model
that the square root transform might help? How would you know? (You can explicitly
create a column in the MINITAB worksheet for the transformed response or you can
use the Stat> DOE> Factorial> Analyze Factorial Design> Options menu to
choose the square root transform option.)

It is common and good practice to log transform standard deviations before fitting
models to them. Log-transform sdRa and fit and interpret a model. Is there an
opportunity to reduce the variability in the response by manipulating the independent
variables?

What operating conditions do you recommend (smaller mRa and sdRa are better)
and what is the predicted value?

Variable -1 +1 Units
A: Pressure 4 8 psi
B: Table Speed 30 | 60 rpm
C: Spindle Speed 30 [ 60 rpm
D: Slurry Feed Rate 100 | 200 | mL/min
E: Slurry Concentration | 10 | 40 g/L

A|B|C|[D]|E| mRa sdRa

11| -1 -1 1] 1276.5 | 140.513
1(11/(-1 1| 324.0 | 45.000
1] 1)1 1| 735.0 | 78.502

1]-1{-1(1]-1]|1568.5]105.233
-1 1]-1]1]-1]1466.0 | 77.631
-1 (-1]-1]-1(-1]1653.0| 93.776
1]-1)-1|-1| 1] 8745 | 85.677
-1 1|1 ]-1(-1]1525.5 | 146.813
-1)-1 -1 1 1] 794.5 | 80.306
-1]-1]11]-1]1]1119.0 82.356
-1 1]1] 1] 551.0 | 71.920
-1 ] 1243.0 | 105.119
-1 1) 373.0 | 47.503
-1]-1(-1]-1]{1526.5| 86.977
-1j-11 1)1 (-1]1683.0 | 82.006
1 (-1[1/(-1[-1]f1485.0 ] 85.000
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15. Match each experiment design to its description.

Answer Description
Correlation matrix
Resolution III
Resolution V
Generator
Folding
Confounding
Half-fractional factorial
Resolution IV
Pareto chart of effects
Plackett-Burman

Describes how a term in a model gets contributions from / is polluted by other terms
in the model

Method of adding runs to a Resolution IIT design to make it Resolution IV

Bar chart of effect size or t statisic used to display coefficient magnitude and signifi-
cance

Design that confounds main effects with two-factor interactions

Design that confounds main effects with four-factor interactions

Design that confounds two-factor interactions with each other
Experiment design with one-half of the runs from a full-factorial design

Confounding relation used to create additional columns (one or more) of factor levels
in a fractional factorial design

Reveals the degree of confounding between all of the terms that could be included in
a model

Experiment design with an integer multiple of 4 runs that can have Runs - 1 study
variables

16. A sheet metal spot welding process operates by pinching two thin sheets of steel between two
copper electrodes. A pulse of very high electrical current is passed through the electrodes
and the sheets. The high resistance at the interface between the two metal sheets causes
localized heating sufficient to melt the metal and fuse them together. A surrogate for the
weld strength is the weld nugget diameter determined by tearing the two sheets apart and
measuring the weld nugget diameter with calipers.

An experiment will be performed to investigate weld nugget diameter (mm) as a function
of the six variables shown in the following variables matrix:

Variable —-1] +1
A: Axial Misalignment no | yes
B: Angular Misalignment | no | yes
C: Edge Weld no | yes
D: Part Surface Misfit no | yes
E: Cooling Rate low | high
F: Electrode Age old | new




60 10. Fractional Factorial Experiments
a) Create a 257! design with one replicate in four blocks. Use the generic variable names
VI & g
A, B, ... and use coded =1 levels for all of the variables.
(b) Run the SpotWeldSim.mtb macro to create the simulated response.
c) Analyze the experimental data and apply Occam’s Razor to simplify the model.
y Yy Yy
(d) Use the model to determine the weld process settings that will maximize the weld

nugget diameter.
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Response Surface Experiments

1. An experiment was performed to study weight gain in pigs using a C'C'(2) design with three
replicates. The pigs were weaned at different body weights (27, 29, 34, 39, and 41 1b) and
were put on a feeding schedule that varied relative to the nominal feeding schedule (-14,
-10, 0, 10, and 14 %). The experimental responses were the number of days required to
reach the 2501b market weight (Day) and the total amount of feed consumed (Feed). The
experimental runs and responses are shown in the table below. Analyze the two responses
and recommend a strategy to minimize the costs associated with pig production. What
factors are not considered in this study that could influence your decision to implement
this strategy?

FeedRate | Weight | Day | Feed FeedRate | Weight | Day | Feed
-10 29 121 | 540 0 27 110 | 545
-10 29 113 | 539 0 27 112 | 549
-10 29 119 | 553 0 27 107 | 570

10 29 99 | 532 0 41 98 | 519
10 29 98 | 533 0 41 100 | 522
10 29 98 | 540 0 41 99 | 533
-10 39 112 | 528 0 0 106 | 543
-10 39 109 | 539 0 0 107 | 542
-10 39 111 | 532 0 0 107 | 515
10 39 93 | 530 0 0 102 | 551
10 39 94 | 530 0 0 106 | 523
10 39 93 | 522 0 0 107 | 518
-14 34 120 | 525 0 0 105 | 528
-14 34 122 | 518 0 0 105 | 528
-14 34 120 | 536 0 0 110 | 542
14 34 85 | 534 0 0 109 | 538
14 34 89 | 541 0 0 100 | 526
14 34 94 | 542 0 0 109 | 540
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2. Weight gain in pigs soon to reach their 250 1b market weight was studied as a function of

a two component feed composition: corn, which is high in carbohydrates, and soy, which is
high in protein. A 3% design was used with two replicates. The experimental data are shown
in the table below where corn, soy, and 20-day weight gain are all in pounds. Construct a
model for weight gain and develop a strategy for managing pig feed. (Warning: Transform
the levels of corn and soy into a new pair of variables that are orthogonal before attempting
to fit a response surface model.)

| Corn | Soy | Weight |
84 36 33
98 42 38
112 | 48 40
96 24 35
112 | 28 41
128 | 32 54
108 12 38
126 14 45
144 | 16 50
84 36 35
98 42 36
112 | 48 46
96 24 39
112 | 28 42
128 | 32 49
108 12 35
126 14 49
144 | 16 51

3. Run the sim5 macro for the following experiment designs, analyze the data, refine the

models, and transcribe the regression coefficients into the appropriate fields in the worksheet
Homework Problems> simb Worksheet.xls. Be sure that the standard deviation is set to
0. = 10 in each case before you run the macro.

Design Start from: | Worksheet column:
one replicate of a 2° design with six centers 2°5f 2°5frlc
one replicate of a 277" design with five centers 2°5h 2°5hrlc
one replicate of a CC (2°) design CcC5f CCoHfr1
one replicate of a CC (2;”;1) design CC5h CC5hri
one replicate of a BB (5) design BB5 BB5r1
one replicate of a 3° design 3°5f 3°5frl

Now that the worksheet is complete:

(a) Do the two level designs capture the essential behavior of the simd process?

(b) Does the addition of center cells to the two level designs help the situation? Is the fix
adequate? Can the resulting models be used to make predictions including interpola-
tions within the bounds of the z;?
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(c) Of the true response surface designs, which design gives the best model and why?

(d) Of the true response surface designs, which is the smallest experiment that captures
the essential behavior of the simd process?

(e) Describe the advantages and disadvantages of the various families of experiment de-
signs.

4. An experiment must be performed to maximize the strength of resistive spot welds used to
join two sheets of 0.021" thick low carbon steel. The primary response, weld shear strength
(pounds), is measured by pulling on the welded sheets in opposite directions along a line
that passes through the weld in the plane of the sheets until the weld breaks. Because the
weld strength measurement requires special equipment weld nugget diameter (inches) is
often used as a surrogate for weld strength on the shop floor. The weld nugget diameter is
measured with electronic calipers after the welded sheets are pulled apart.

The process engineers responsible for the spot welding process have identified three process
factors that they feel affect the spot weld strength: welding time, electrode clamping force,
and current. The process engineers feel that these variables have the following safe and
potentially useful upper and lower limits:

Variable | Lower | Upper | Units
Time 6 22 cycles
Force 100 300 | pounds

Current | 3000 7000 amps

Design an appropriate experiment to study this process and run the experiment using
the weld.mtb simulation macro. Analyze the experimental data to determine the operating
conditions that a) maximize the weld strength and b) that maximize the nugget diameter.
Confirm that: c¢) the two maximal solutions are obtained under similar process conditions
and d) that weld nugget diameter is a valid substitute for weld strength.

5. An experiment was performed to study the deflection of simply supported rectangular
beams as a function of beam height, beam width, beam span, and load. Rectangular bass-
wood beams were simply supported at their ends and point loaded at the center of the span
where beam deflection was measured. One replicate of a BB (4) design in three blocks was
used with the following variable levels:

Variable -1 0 +1 | Units

A: Height | 0.125 | 0.250 | 0.375 | inch
B: Width | 0.125 | 0.250 | 0.375 | inch
C: Span 16 19.5 23 inch
D: Load 1 2 3 N

The data are shown in the following table where RO is run order, SO is standard order,
PT is point type, Bl is block, and the deflections are reported in inches.Analyze this
experiment. How well does the model fit the data? Does the distribution of the residuals
satisfy the requirements of the analysis method? What should the deflection be when the
load or span are zero and what does your model predict? What could be wrong?
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RO | SO | PT | BlL|A|B|C| D| Deflection
1 5 2 |1 |—=|—-10]0 3.00000
2 6 2 1 {4+]1-=107]0 0.15625
3 7 2 1 {—-(+]10[0 0.12500
4 2 2 1 (+]+]0]0 0.03125
5 9 2 1 1]0]0]|—- 0.06250
6 1 2 11010 |+|— 0.09375
7 8 2 1100 —|+ 0.15625
8 3 2 1 1]0]0|+]|+| 043750
9 4 0|l 110]0]0|O 0.15625
10 | 24 2 21 —-1010]|-— 0.18750
11 | 21 2 214+1010]|— 0.06250
12 | 27 2 21—-1010|+ 0.50000
13 | 25 2 21+100 |+ 0.21875
14 | 19 2 210—-1—-160 0.75000
5123 2 [2[0|+|—1]0 0.06250
6 (2] 2 [ 2[0|—=|4+]0 2.37500
17 | 26 2 2101 ++1|0 0.09375
18 | 20 0 210101010 0.25000
9 (152 [3|—-|0|—1]0 0.21875
20181 2 |3 |+]10|—1|0 0.06250
21 | 16 2 31—104+1]0 0.62500
22 | 12 2 3|1 +10[+1[0 0.21875
23 |14 2 |30 —=]0|—1 0.75000
24 | 17 2 3101 +0]|— 0.03125
25 | 11 2 3101 —10]+ 2.25000
26 | 13 2 3|10[+10]+ 0.09375
2r 1101 0| 310]10]0|O0 0.21875

6. The theoretical equation for the maximum deflection A of a centrally-loaded simply-

supported rectangular beam is given by:

1 FL3

= 1Ewi (11.1)

where F is the elastic modulus of the beam material, F' is the load, L is the span, w is the
beam width, and A is the beam height. Fit a model of this form to the data from Problem
11.5 using the physical, not coded value of the study variables and compare the performance
of the two models. Why do some of the exponents of variables deviate from those indicated
in the theoretical equation? Given the implications of the theoretical formula for deflection,
how would you design a new experiment to study this process?

. Run the sim5 macro (CC5f.als) for a CC (2°) design with o. = 10 and run the specified

analyses on the specified subsets of the complete experiment. Refine each model and make
a table of the regression coefficients. Use your table to compare the performance of the
different designs and analyses.
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(a) The 32 runs of the 2° design with main effects and two-factor interactions.

(b) The 32 runs of the 2° design plus the center points with main effects and two-factor
interactions.

(c) The 32 runs of the 2° design plus the center points with main effects, two-factor
interactions, and the generic curvature term.

(d) The complete CC' (2°) design with main effects and two-factor interactions.

(e) The complete C'C' (2°) design with main effects, two-factor interactions, and the generic
curvature term.

(f) The complete CC (2°) design with main effects, two-factor interactions, and quadratic
terms.

(g) The center points and star points with main effects and quadratic terms.

8. The five level central composite designs are sometimes referred to as circumscribed central
composite designs. One of the complications of these designs is that it is frequently difficult
to obtain the required five levels of all of the design variables. A variation on central
composite designs, called central composite inscribed or face-centered designs, places the
star points at the same +1 levels as the 2* part of the design. This reduces the number of
levels required for each design variable from five to three.

Construct the five variable inscribed central composite design from the circumscribed
cc (2?/_1) design by changing the £7 star point levels to +1, respectively. Calculate the
correlation matrices for both designs including main effects, two-factor interactions, and
quadratic terms. How do the two designs compare with respect to their ability to resolve
effects? What do these observations indicate about the inscribed designs if their primary
advantage over simpler designs, like the 2 plus centers designs, is their ability to resolve
curvature in the response?

9. Determine the number of replicates and total number of runs required for 3°, BB (5), and
cc (2%;1) designs if the regression coefficients of main effects (in £1 coded units) must
be resolved to within § = +5 with 95% confidence. The standard error of the model is
expected to be o, = 50. Use a = 0.05 and assume that the same physical levels are used
for the +1 levels in all three designs.

10. Fit a response surface model to the battery life data from Problem 1.7.
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11. Match each experiment design to its description.
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Answer Description
Detects but can’t resolve curvature
1/8th fraction resolution IV design
Subset of a 3% design with extra center cells
Can include up to 11 two-level study variables
Response surface design, almost never used.
Resolves main effects and interactions up to the k-factor interaction
Five-level three-variable experiment
Saturated model with main effects and all two-factor interactions
Two levels of each of k variables
3k
2k
CC (23)
27—3
PB(12)
2% plus centers
BB (k)
25—1
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12. (Jaymes et al, Application of Fractional Factorial Designs to Study Drug Combinations,
UCLA) An experiment was performed to study the effectiveness of six antiviral drugs
against Herpes Simplex Virus 1 (HSV-1). T3 cells were simultaneously exposed to HSV-1
and the antiviral drugs. The HSV-1 virus carried a green fluorescent protein gene so that
infected T3 cells would fluoresce. The fraction of T3 cells that were infected was determined
by fluorescence flow cytometry. The experiment used one replicate of a 26~! design plus
three center points. The variables matrix and the run matrix are shown below. Analyze the
response as a function of main effects, two-factor interactions, and a linear lack-of-fit term.
Interpret the results.

‘ Variable ‘ -1 | 1 | Units |
A:Interferon-alpha 3.12 50 | ng/mL
B:Interferon-beta 3.12 50 | ng/mL
C:Interferon-gamma | 3.12 50 | ng/mL
D:Ribavirin 1560.00 | 25000 | ng/mL
E:Acyclovir 312.00 | 5000 | ng/mL
F:TNF-alpha 0.31 5 ng/mL

A|B|C|D|E|F| Signal A|B|C|D|E|F|Signal
—| === |—-1]—-1 316 +—|—-|—-|—-|+] 312
—|—=|—-|—-|+|+]| 326 +|—|—|—|+]—-] 326
—|—|—|+|—-|+]| 134 +l == +|—] -] 142
— |||+ |+]|—-| 132 + |||+ |+ |+] 224
—| = |+ =]+ 275 + =+ =] 327
—| =+ |- |+]|—| 325 +|—|+]|—-|+]|+] 410
—|—|+|+]|—-|—-]| 116 +|—=|+|+]|—-|+] 201
—|—|+|+]|+]|+]| 208 +|—|+|+|+|—| 187
— |+ | =] |=[+] 372 +l+ === —] 296
—|+|—-|—-|+|—]| 516 + |+ |||+ ]|+] 423
— |+ =]+ |—-|—- 141 + |+ |- +|—]+] 185
—|+| =]+ |+[+]| 199 +|+ ||+ |+]—] 200
— |+ |+ —-|—-|—-]| 273 +|+|[+]—|—-]+] 309
— |+ |+ —|+]|+]| 402 + |+ |+ || +|—] 343
—|+|+|+]|-[+]| 193 + |+ |+ + =] =] 194
— |+ |+ + ]|+ 233 + |+ |+ |+ |+ ]| +]| 234
0O(fojojofoj|o| 168
Ofojojofoy|o| 175
O(fojojofoj|o| 16.2




